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This volume presents accepted papers from the third triennial Healthcare of the Future 
conference to be held since the series began in 2019. The theme of the inaugural 
conference [1] was 'Bridging the Information Gap', and the conference showcased the 
innovative cross-institutional digital care pathways that connect patients at home with 
general practitioners, specialists, hospitals and rehabilitation centres [2]. It also 
envisioned a future where smart systems, wearable devices and telehealth services 
would enable more independent and empowered living at home. At the time, many of 
these technologies, applications and communication channels were in their early stages 
or existed only as proofs of concept. 

This situation changed dramatically with the onset of the SARS-CoV-2 pandemic 
which began at the end of 2019, forcing the strained healthcare system to explore new 
and distance-based diagnostic and therapeutic measures to prevent overburdening 
healthcare systems. It also prompted the initiation of large data-collection applications, 
such as the COVID-19 Dashboard of Johns Hopkins University, 2  which initially 
delivered faster and more accurate data than many national health authorities. In 
Switzerland, the way in which pandemic cases are reported and information is shared 
between physicians, laboratories and the government has significantly evolved since 
then, and new digital communication channels have been established. Digital 
teleconferencing tools have been introduced, not only in healthcare, but also in 
education and many other sectors, and have since become established tools for 
immediate and everyday use. 

However, both the second and this third Healthcare of the Future conferences have 
recognised that telecommunication tools can only partially replace face-to-face contact 
and dialogue. The second edition of Healthcare of the Future in 2022 [3] was entitled 

 
1 Corresponding Author Thomas Bürkle, Bern University of Applied Sciences, Quellgasse 21, CH–

2501 Biel/Bienne, Switzerland; e-mail: thomas.buerkle@bfh.ch. 
 2 https://gisanddata.maps.arcgis.com/apps/dashboards/bda7594740fd40299423467b48e9ecf6. 
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‘Digital health – from vision to best practices’. It covered key topics such as new 
approaches to interoperability, evaluation of IT solutions, better support for research in 
medicine and medical informatics, and applications for patients and healthcare 
professionals.  

In this third edition of the conference, we acknowledge the emergence of new 
treatment pathways such as ‘hospital at home’, which is being promoted in Switzerland 
and other countries. This approach allows patients to either avoid inpatient admission 
or to be discharged earlier by providing intensive support and hospital-equivalent 
treatment in their home environment.  

 

 
Figure 1. A remote care scenario at a patient’s home with a nurse at the bedside and the physician connected 
with a telemedicine device supporting e.g. auscultation, vital signs measurement or ultrasound examination. 

Courtesy SCDH. 

 
Several pilot projects have been established, e.g. in Arlesheim [4] or Zurich [4, 5], 

and the canton of Bern has established a Swiss Centre for Care@home at the Bern 
University of Applied Sciences [6] to support research and networking activities related 
to integrated home-based acute care.  

In addition, artificial intelligence (AI) has made great advances with the advent of 

generative pre-trained transformers, which were made available to the public via 

platforms such as OpenAI's ChatGPT 3.5 in 2022, quickly reaching 100 million active 

users each month [7] and creating a new hype in the field. Since then, numerous AI 

tools have followed, and a search for ‘AI in medicine’ in Pubmed on 17 March 2025 

yielded 208,519 results, which represents a huge increase in the last few years. The 

historical development of AI in medicine can be seen in [8]. 

The keynotes of the 2025 conference also reflect these recent developments and 
the respective demands for IT: 
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 Revolutionizing Healthcare: Integrating AI for Enhanced Patient Care and 

Clinical Efficiency  
by Maxim Topaz, Professor at Columbia University, New York, USA.  

 Delivering Hospital at Home for Acute Medical Care – the Role of Digital 

Platforms  

by Daniel Lasserson, Professor at University of Warwick, UK. 

 From Ideas to Impact: How AI, Smartphones, and Wearables Are 

Revolutionizing Diabetes Self-Management  

by Stavroula Mougiakakou, Professor at University of Bern, Switzerland. 
 

The 2025 conference is made up of four sessions covering the topics: 

 Next generation AI solutions in medicine 

 Young researchers’ track 

 Connected care – the key to a seamless patient journey 

 AI and social media: benefits and harms. 
 
We look forward to an interesting event and hope that you enjoy these proceedings.  
 
Biel /Bienne May 19th 2025  
 
The Organising Committee 
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Abstract. Challenges such as time constraints, distractions and multi-tasking can 

compromise patient safety in the demanding environment of surgery. To mitigate 

these risks, checklists have emerged as simple yet effective tools for ensuring critical 

aspects of patient care, such as verifying patient identity and planned interventions. 

However, their consistent and accurate implementation in daily practice remains a 

challenge. This paper presents an intelligent assistant, VoiceCheck, designed to 

enhance patient safety during surgical procedures by guiding the use of checklists. 

Seamlessly integrated into the surgical workflow, VoiceCheck uses advanced 

speech recognition technology to ensure compliance with safety protocols. 

Combining speech-to-text and text-to-speech capabilities, the assistant facilitates 

interactive communication with users and accurately captures approved information. 

Future work will study user acceptance and usability. An open issue is linking the 

system to a hospital information for retrieving relevant patient data. 

Keywords. Patient safety, Checklist, Voice assistant, Surgery 

1. Introduction

In the demanding environment of surgery, factors such as time pressure, inattention and 

multi-tasking can compromise patient safety. To mitigate these risks, checklists have 

proven to be simple yet effective tools for ensuring critical aspects of patient care, such 

as verifying patient identity and planned interventions [1]. By minimising errors and 

preventing confusion of patients or information, checklists improve patient safety. 

The checklist items for the sign-in phase 

include key safety checks, including confirmation of the patient's identity, the type and 

location of the planned procedure, the intended anaesthesia and verification of informed 

consent. In addition, the surgical site is verified. Patient-specific risks, such as known 

1 Contributed equally. 
2 Corresponding Author: Kerstin Denecke, Institute for Patient-centered Digital Health, Bern University 

of Applied Sciences, Quellgasse 21, 2502 Biel, Switzerland. E-Mail: Kerstin.denecke@bfh.ch 
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allergies or the presence of a difficult airway, are also carefully assessed and confirmed 

[2]. However, practical studies reveal that the first and third phases are often 

inconsistently or incorrectly implemented. A study of 200 surgical interventions [3] 

showed that the Sign In phase was implemented in 93% of all assessed cases, the Team 

Time Out phase in 94% of all cases and the Sign Out phase in 86% of all cases, either 

partially or fully. Reasons are competing tasks and workload that prevents staff in staying 

for the Team Time Out or arriving in time for the Sign In phase. Looking at the 

differences between partial and full implementation, the study showed that the Sign In 

phase was fully implemented in 87% of cases and only partially implemented in 6% of 

cases, the Team Time Out phase was fully implemented in 85% of cases and only 

partially implemented in 9%, and the Sign Out phase was fully implemented in 71% of 

cases and only partially implemented in 15%.  

To support the complete and correct implementation and use of checklists in the 

surgical workflow and to increase efficiency, this paper explores the integration of an 

intelligent digital assistant named VoiceCheck. The assistant aims to seamlessly 

integrate into surgical workflows, and facilitate comprehensive, consistent, and secure 

implementation of surgical checklists, eliminating errors in surgical treatment.  

2. Methods 

Requirements were collected through observations, interviews, and document analysis 

at the Universitätsspital Zürich. One surgeon provided insights into the practical needs 

and challenges faced in surgical settings. This phase identified critical points where 

VoiceCheck could enhance safety and efficiency. After collecting the requirements, the 

user interface was designed using Figma. The system should ideally be integratable in 

the clinical information system, address data privacy and security issues and should 

consider hygiene requirements in the operating room.  

The system was designed to integrate a voice assistant capable of interacting with 

surgical staff through natural language processing. Various technical solutions were 

evaluated, including hardware, but also speech recognition and voice assistant 

technologies. An intelligent assistant could in principle be realized in three ways: using 

a smart speaker, a robot or a tablet. We collected benefits and limitations of each of these 

three options. While a smart speaker could be used hands-free without any physical 

interaction, it would be necessary to place several speaker in the different rooms and 

quality of recognition could be impacted by noise in the room. A robot could move from 

one room to another room autonomously and would carry speaker and microphone. 

However, it would be challenging in terms of hygiene requirements in the surgical 

context. There are no limits to the positioning of a tablet. Voice recording and voice 

output is possible. Hygiene requirements can be met more easily, at least during the Team 

Time Out and Sign Out phases. Verification of user input could be done on the screen. 

For these reasons, we chose a tablet as the hardware for running VoiceCheck. 

As we wanted to rely only upon open source software, we collected voice assistant 

technologies to process voice commands that are available open source and are able to 

process German language. We identified Mycroft (https://mycroft-ai.gitbook.io), 

Rhasspy (https://rhasspy.readthedocs.io), Leon (https://getleon.ai), Jasper 

(https://jasperproject.github.io) and Aimybox (https://github.com/just-ai/aimybox-

android-sdk) as possible options. We compared them along several criteria important for 

our use case: security, accuracy, applied speech-to-text / text-to-speech and natural 

P.M. Medroa Inacio et al. / VoiceCheck 3



language processing technologies. We selected Rhasspy for our implementation because 

it can be used offline (which was one requirement from the collaborating hospital, see 

below) and it follows high security standards.  

Further, we identified speech recognition technologies available open source and 

compared them by their accuracy to process medical terminology, their benefits and 

limitations. We compared Whisper (https://openai.com/index/whisper/), Vosk 

(https://alphacephei.com/vosk/), Kaldi (https://github.com/kaldi-asr/kaldi) and Coqui 

STT (https://github.com/coqui-ai/STT). Whisper had the highest accuracy in our initial 

tests and is easy to implement. The other tools recognize medical terminology with 

medium or high quality but are rather difficult to implement or require additional training.  

The technologies Rhasspy as voice assistant and Whisper for speech recognition were 

selected for their accuracy and compatibility with the project's requirements.  

3. Results 

3.1. Requirements  

The intelligent assistant for safe surgery must guide users through the checklist. Besides, 

it has to support documenting content at defined sections of the checklist. The checklist 

questions should minimize redundancy, ensuring clarity and efficiency. Existing and 

familiar terminology should remain unchanged, and no reductions to the current 

checklists are permitted. The application must operate offline and avoid cloud storage or 

WLAN connectivity. The checklist for the "Sign Out" process is required to take place 

within the operating room rather than outside. VoiceCheck must include a time-tracking 

feature to display the duration of checklist phases. It should also allow generating and 

saving a PDF of the checklist along with the recorded content. The solution is to be used 

by healthcare professionals, including anaesthesia staff, surgical specialists, and 

operating room technicians, also known as technical surgical assistants). Table 1 shows 

the phases along with the relevant user group for VoiceCheck, characteristics of the 

process and location where the checklist procedure takes place.  

Table 1. Characteristics of the three phases to be supported by VoiceCheck 

 Sign In Team Time Out Sign Out 
User group - Anaesthesia nurses 

- Anaesthetist 

- Surgical technology 

specialists 

- Anaesthesia nurses 

- Anaesthetist  

- Surgeon 

- Specialist 

- Surgical technology 

Specialists 

- Anaesthetist Surgeon 

 

Location Anteroom (before 

operating room) 

Operating room Operating room 

Process 
characteristics 

Aspects can come to 

light during checklist 

process that can lead 

to the cancellation of 

the surgery. 

Confirm procedure, 

expected challenges (e.g., 

bleeding). 

Needed devices in the room 

and functional, ensuring 

patients positioning. 

Full team presence and 

focus required. 

Critical: No incision before 

team time out. 

 

Further procedure will be 

communicated 

(prescription of antibiotics; 

strain on the musculoskeletal 

system, positioning, bed rest, 

splint; anticoagulation, leads). 

Takes usually place before the 

suture and before counting 

materials, swabs and 

instruments. 

P.M. Medroa Inacio et al. / VoiceCheck4



3.2. Process 

Figure 1 shows the overall interaction process between the user and VoiceCheck. Once 

initiated by a wake up call by the user, VoiceCheck guides through the checklist.  It asks 

for confirming single data items and transcribes the voice input from the user. The user 

confirms states or data as requested by VoiceCheck using voice input. The data to be 

confirmed by the user (e.g. patient name, type of surgery) originate from a database 

(Source 2 in Figure 1).  

 

Figure 1. Process overview. The user interacts with VoiceCheck via voice input and output. Information 

provided by the user (source 1) is validated by a second source (e.g. hospital information system) 

As an example, we outline the user scenario for the Sign In phase. During this phase, 

the anaesthetist or anaesthetist nurse accompanies the patient to the anteroom. The voice 

assistant is activated with a command such as "Begin Sign-In", to which VoiceCheck 

responds: "Sign-in started. Please answer the following questions  The process begins 

with VoiceCheck verifying the patient's identity by asking: "Please confirm the patient's 

name and date of birth [...]", providing specific details. The anaesthetist repeats this 

question to the patient and confirms the name and date of birth. The assistant checks this 

information against the database and confirms: "Patient identity correct". 

VoiceCheck then asks for confirmation of the planned procedure and location by 

saying: "Please confirm procedure type and location". The anaesthetist checks this 

information against the operating room schedule and verbally confirms it to the voice 

assistant. The assistant validates the data and responds: "Procedure type and location 

correct". 

Other relevant checklist items are addressed in a similar manner. If information is 

missing, VoiceCheck supports data entry. For example, regarding allergies, VoiceCheck 

asks: "Are there any known allergies?". The user can then reply accordingly with 

VoiceCheck recording the answer and confirming the recording of the information. Any 

incomplete checklist items are highlighted visually in the user interface on the tablet and 

flagged through voice prompts. Finally, VoiceCheck asks for confirmation of the 

assigned operating room. After confirmation, the Sign In process is completed, with 

VoiceCheck confirming its completion. 

3.3. Technical realisation 

The system consists of backend and frontend components, as well as interfaces that 

connect the backend to a voice assistant (Rhasspy) and a database. User interaction is 

primarily realized through the frontend (see Figure 2), which provides a visualisation of 

the checklist and displays a list of patient names retrieved from the database. A 

WebSocket server realizes the interface between the frontend and the voice assistant 

Rhasspy. In addition, Whisper acts as a speech-to-text component, allowing data to be 
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entered into free-text form fields via voice commands. VoiceCheck was developed using 

TypeScript and Angular. When a user interacts with VoiceCheck, voice input is captured 

by Rhasspy. The recorded voice data is then transmitted to other system components via 

WebSocket. The transcription of the voice data is handled by Whisper, enabling seamless 

text input. Once the interaction is complete, the checklist data is stored in MongoDB and 

a PDF of the completed checklist is generated for documentation purposes. In future, the 

data could also be stored as HL7 FHIR QuestionnaireResponse resource to ensure 

interoperability. The prototype has a user-friendly interface with functionality for 

managing patient lists and checklists. To ensure data security and compliance with 

privacy regulations, the system operates entirely offline. 

 

 
Figure 2. User interface of VoiceCheck 

4. Discussion 

In this paper, we introduced concept and implementation of VoiceCheck, a digital 

assistant supporting the verification of information using checklists as part of the surgical 

workflow. There is one digital system, OP-Check, available that implements the 

checklist for the three phases of a surgery (https://www.op-check.eu/funktionen) which 

is already integrated with the electronic health record. Our voice assistant could be well 

integrated into that system to facilitate the interaction in the critical phases of sign in and 

sign out. The hands-free operation would be particularly beneficial in maintaining 

sterility and efficiency [4]. 

Kiefel et al. found in their literature review that a tablet-based client-server system 

with integration in the electronic health record is the most promising approach to realize 

surgical safety checklists in a digital manner [5]. Their suggestion of a user interface 

does not consider voice interaction. However, they point to several benefits that the tablet 

d for identity 

check. We decided for a voice interface to be more intuitive and to not disturb the 

interaction with the patient by forced interaction with a computer or touch-based 

interface. By leveraging voice recognition technology, the system addresses common 
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challenges in checklist compliance and workflow integration. Results from a prototype 

testing are still pending and needed to verify our hypothesis that the voice interaction is 

more accepted than interaction with a paper-based checklist.  Pati et al. found that the 

implementation of surgical safety checklists through technology has potential to increase 

completeness of the checklists [6]. Voice assistants in the surgical environment 

demonstrated already that they can improve the workflow in the operating room [4].    

Our work comes along with some limitations: Although we implemented 

VoiceCheck with specifically selected tools (Whisper, Rhasspy), the overall concept can 

be implemented with any other technology. As the quality of our chosen technology still 

needs to be systematically assessed regarding quality and performance for the given use 

case, it might be necessary to exchange technology at some later stage of this work. The 

technology was selected based on initial tests by the authors and was not yet 

systematically studied.  The requirements were collected from only one surgeon. 

Additional input from other future users such as anaesthetists or anaesthesia nurses may 

help improving the user interaction and integration into the workflow. 

5. Conclusions 

This study demonstrates the feasibility of integrating an intelligent voice assistant into 

the surgical workflow to implement the Surgical Safety Checklist. Our findings confirm 

that such an assistant can be effectively developed using open-source technology. Future 

work will focus on evaluating user acceptance, usability and the impact of the system on 

workflow efficiency. Specifically, the prototype will be tested in a simulated surgical 

environment to assess its performance and usability. Feedback from surgical staff will 

be collected to refine the system and address any challenges identified during testing. 

Following these refinements, a field trial will be conducted to further investigate the 

impact of the system on workflow efficiency and its potential to improve surgical safety 

practices.  
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Abstract. Artificial intelligence (AI) holds potential to support persons with serious 
mental illness, but evidence remains limited. To explore opportunities and 
challenges there, we conducted qualitative interviews with multiple Norwegian 
mental health stakeholders. Data was analyzed using thematic analysis and 
sentiment analysis. Twenty-two informants shared their opinions, with half 
expressing moderately negative sentiments. Findings suggest AI can optimize 
mental health service delivery and encourage a flexible approach to recovery. 
However, AI's ability to provide emotional support may inadvertently worsen 
isolation, highlighting the need for a more holistic approach to human oversight and 
personal adaptation. Enhancing AI literacy and gathering more evidence from both 
persons and service providers is essential for future development.   

Keywords. Artificial intelligence, Generative AI, Mental health, Serious mental 
illness 

1. Introduction 

With the booming of artificial intelligence (AI), we are again standing at the 

revolutionary point of the industrial age [1]. AI is capable of processing large datasets 

and identifying complex patterns and relationships[2]. Its applications in health care have 
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contributed to significant transformation in radiology, pulmonology, and dermatology 

[3]. However, compared to somatic care, mental health care, particularly for serious 

mental illness (SMI, refers to schizoaffective disorders, bipolar disorders, and major 

depressive disorders), presents unique challenges for AI integration due to the subjective 

and nuanced nature of mental health conditions, the history of interacting with a non-

trauma informed system (like asylum and lobotomy) that led to mistrust in science and 

medicine, and societal stigma[4]. While AI has the potential to provide widespread 

access to mental health services, promote early intervention, and personalize treatment 

options, its integration raises ethical and regulatory considerations [5, 6]. Currently, 

evidence on integration of AI in mental health care, especially for persons with SMI, 

remains scarce and poorly understood [7]. With the escalating global burden of mental 

conditions and resource shortage, it is in demand to discover the potential of AI and its 

responsible integration in this field. Hence, a better understanding of the perceptions of 

mental health stakeholders is necessary to identify potential and pitfalls to inform future 

development. This study explores how various mental health stakeholders perceive both 

opportunities and challenges of integrating AI to support mental health care for persons 

with SMI. 

2. Methods 

Qualitative individual interviews were conducted with multiple stakeholders (i.e., 

government, hospital, municipality, university/research institution, health 

industry/cluster, and user organization) to capture a broad perspective on this topic. 

Informants were purposely sampled and recruited based on their experience with digital 

health in the field of mental health. Written consent was obtained from all informants. 

Participation in the study was voluntary, with the right to withdraw at any stage without 

explanation or consequences. Data used in this study is retrieved from the PhD study of 

the corresponding author (BW) and has not been published elsewhere. The Norwegian 

Agency for Shared Services in Education and Research (SIKT) assessed the PhD study 

[reference no. 269350]. Individual interviews were conducted via Microsoft Teams 

during the autumn of 2024. Audio recordings were transcribed into written text for 

further thematic analysis and sentiment analysis. 

Questions in the interview guide were: 1) how do you think AI can support persons 

with SMI? 2) How can AI be used as a feature in digital mental health solutions, such as 

mobile apps, to help persons with SMI? 3) How can AI help to better meet the needs of 

persons with SMI or improve their quality of life?  4) What concerns do you have about 

using AI to support persons with SMI? Themes and subthemes were identified through 

thematic analysis [8] using NVivo 14 and Microsoft Excel. The thematic analysis 

consists of six of the following steps: 1) familiarization; 2) generating initial codes; 3) 

generating themes; 4) reviewing themes; 5) defining and naming themes; and 6) writing 

up. In addition, sentiment analysis was conducted to identify whether the general tone of 

informants’ responses was positive or negative via Autocode Wizard in NVivo 14. 

Autocode Wizard is an AI-empowered tool that uses machine learning algorithms to 

automatically identify sentiment (i.e., positive, moderately positive, moderately negative, 

and negative) in qualitative data by analyzing words, phrases, or themes based on pre-

defined coding criteria. It is noteworthy that the Autocode Wizard only analyzes the 

sentiment of individual words but does not classify content based on sentiment or rate it 

on a Likert sentiment scale. 
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3. Results 

Twenty-two informants expressed their perspectives on the opportunities and challenges 

of using AI to support persons with SMI (Table 1). The informants were mostly male 

(12/22, 55%), with the majority aged 40–59 (18/22, 82%). More than half (13/22, 59%) 

of the informants had an educational background in healthcare (i.e., psychiatry, 

psychology, nursing, and social education). Informants represented government (2/22, 

9%), hospitals (6/22, 27%), municipalities (6/22, 27%), universities/research institutions 

(6/22, 27%), health industries/clusters (3/22, 14%), and user organizations (1/11, 5%). 

Sentiment analysis results indicated that three-quarters of the responses contained 

moderately negative or negative sentiment towards the use of AI in supporting persons 

with SMI (Table 1). Further thematic analysis identified four main themes and six 

subthemes. 

 

3.1. When AI meets serious mental illness  

 

Some informants stated that AI could “save” the persons from negative patterns or 

routines and give them a voice. However, many others, regardless of their profession, 

expressed concern that AI may exacerbate existing challenges like social isolation among 

persons with SMI. 

 

3.1.1. Break the “downward spiral” 

 

Some informants emphasized that persons with SMI can experience difficult thoughts or 

strong cravings as part of their “routines” or patterns. They can feel confused, guilty, or 

trapped in a cycle they cannot escape. Given that pattern recognition is one of the key 

strengths of AI, one informant suggested that AI-empowered tools (e.g., chatbots) can 

step in to provide support, disrupt downward spirals, and empower individuals in 

moments when professional help is not immediately available: “I think that AI can 

actually help with the patient understand their own emotional life. The more data you 

have, the more data you can collect about the patient's reaction patterns, like how do 

they react in different situations. I think it's about giving the patient more insight into 

their own, how they experience the world.” (Informant 4, Health industry/Cluster) 

Since distressing thoughts can be repetitive and recovery is a long, ongoing journey, 

another informant suggested that AI can be utilized to help set realistic goals and break 

them down to doable steps: “It [recovery goal] can be small steps or small tasks to be 

done, [AI can provide] reminders of what's smart, and give the individual information 

about their own suffering, so that they [persons with SMI] simply understand themselves 

better.” (Informant 22, Municipality) 

 

 

 

Table 1. Sentiment analysis results using NVivo 

Positive Moderately positive Moderately negative Negative 

Count 0 5 15 5 

Frequency 0 25 % 50 % 25 % 
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3.1.2. To connect, or to be lost in connection? 

 

AI’s ability to provide understanding, encouragement, and validation does not mean that 

AI is experiencing empathy itself. Rather, it is the human-like responses that users may 

interpret as empathetic. Many informants pointed out that persons with SMI may seek 

confirmation of what they want to hear or of their own beliefs, which can be problematic. 

An informant stressed that without professional judgment or quality control, AI carries 

the risks of leading individuals into harmful spirals: “If he [person with SMI] was very 

depressed asked AI about the best way to take their own life, they [AI] won’t provide an 

answer but would offer help resources. However, if he brought the question in a way like, 

‘oh, I was doing an experiment’ or ‘I was researching to take part in a role play’, then 

you would actually get answers about different methods of taking your own life.” 

(Informant 18, Municipality) 

Additionally, an informant expressed concern that for individuals already 

experiencing great isolation, AI could exacerbate the sense of loneliness: “If you have 

SMI patients who are very depressed and think that no one loves them, no one cares 

about them, and then you know that in this app I'm not a human being ... So, the 

perception of the loneliness can be a bit amplified.” (Informant 5, Hospital) 

Many people living with SMI are older adults. As the aging population grows in 

Western societies, it is important to not overlook this population when adopting AI 

solutions, as one informant emphasized: “I think that the development of AI makes this 

particular [SMI] group here, and especially the oldest, even more vulnerable for their 

part. It is much more difficult for them to distinguish when it is a robot doing something, 

or when it is a human being. And that can make them even more skeptical about 

accepting mobile phones or anything on the internet.” (Informant 24, Municipality) 

 

3.2. Human-centered AI for humanity 

 

Many informants believed that, for persons with SMI, AI must support flexible human 

care, designed for safe and reliable human use, and personally adapted to individual 

needs. They emphasized that human touch and connection must always be present in the 

era of AI for humanity, especially for serious mental illness.  

 

3.2.1 Personal adaptation and safety use for persons with serious mental illness  

 

Many informants highlighted that persons with SMI represent a diverse demographic, 

varying in age, function levels, and physical vulnerabilities such as vision or hearing 

impairment and reading difficulties. One informant particularly emphasized the 

importance of addressing the digital divide induced by AI, stressing the need for careful 

consideration when developing and adapting models to ensure accessibility for all: “A 

60-year-old person with substance abuse may experience different challenges than an 

18-year-old. Adapting information to be age-relevant can make a difference. We also 

saw that many of those we helped have dyslexia. If they have the opportunity to listen 

than to read, then I can use AI into my practice.” (Informant 22, Municipality) 

Aligning with personal adaptation, informants emphasized the equal importance of 

ensuring safe and reliable AI for persons with SMI. They noted that the most vulnerable 

population needing mental health treatment are often underrepresented in datasets, 

potentially creating bias in AI models that fail to account for their cultural perspectives 

and beliefs. In countries and regions with less widely spoken languages, AI must be 
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tailored to local linguistic and cultural contexts to ensure accuracy and relevance for 

those with SMI seeking help. One informant, in particular, voiced concerns: “Artificial 

intelligence can do a lot, but again, the context must be considered. What databases are 

being used for AI modeling? Do you have control over them? Do you know if the numbers 

[data resources] are good enough? If you use data from abroad, have it been specifically 

adapted for the regional context?” (Informant 23, Health industry/Cluster) 

 

3.2.2. Maintain human touch 

 

Maintaining human connection was emphasized repeatedly by our informants. A trusting 

relationship between mental health professionals and individuals with SMI is both the 

foundation of human care and a key factor in their recovery journey. One informant 

highlighted that the human bond could foster motivation for persons with SMI and 

encourages their trust in the healthcare system: “I think we'll never get to the point where 

the digital can replace the physical. Relationships between people are the most important. 

Persons with SMI can access information digitally, but what a health professional tells 

them matters the most. Feeling seen, understood, and cared for is important for trust in 

the system.” (Informant 8, University/Research Institution) 

 

3.3. AI to improve service delivery for serious mental illness  

 

Many informants believed that enhancing the clinical decision support and resource 

management for SMI would help reduce the increasing administrative burdens on the 

mental health professionals and improve service accuracy in caring for persons with SMI, 

especially as their daily work routines become increasingly busy. 

 

3.3.1. Enhance efficiency of clinical decision support for serious mental illness 

 

Clinical decision support refers to providing clinicians, staff, patients, and other 

individuals with knowledge and person-specific information in appropriate times to 

enhance health and health care. Some informants emphasized that timely responses and 

support are particularly crucial for persons with SMI. One informant suggested that 

mental health professionals and multidisciplinary teams could benefit from AI-generated 

alerts that highlight cases where symptom thresholds are crossed, which helps immediate 

discussions about the next steps, such as adjusting treatment plans or scheduling urgent 

interventions: “Maybe I could imagine, if we were to use AI, that we could generate some 

thresholds for symptoms when they [persons with SMI] could be picked up. Maybe like 

a kind of weighing functions in the systems, so that if they have XYZ symptoms and went 

over a cutoff, then this topic was prioritized.” (Informant 14, Hospital) 

In the meantime, while the person with SMI is prioritized for treatment and awaits 

care, AI could assist by monitoring ongoing symptoms and providing feasible 

suggestions to inform care decision, as suggested by another informant: “While you are 

early on the waiting list, maybe you can get something that resembles treatment offers.” 

(Informant 3, University/Research institution) 

Since mental illness often co-exist with physical conditions, measurable physical 

parameters, such as heart rate, provide valuable information for clinicians to assess the 

full clinical presentation of a person with SMI. An informant from the health industry 

holds faith in using AI to assist in monitoring these indicators: “I know some institutions 

that use sensory technology to capture how patients feel by putting different types of vital 
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parameters in context, [such as] breathing, heart rate, movement, balance in the patient 

and so on. The possibilities are endless for how AI can put together different data points 

for serious mental illness.” (Informant 4, Health industry/Cluster)  

 

3.3.2. Better resource management for the most seriously ill in mental health care 

 

Many informants emphasized that as administrative tasks grow more complex with 

increasing documentation requirements, the risks of errors, omissions, or other 

unintended consequences affecting mental health care quality also rise, particularly for 

those with most serious and chronic conditions. They believed that AI can be smartly 

used to allocate limited hospital resources to ensure timely care goes to the most seriously 

ill users. One informant suggested that for persons with less urgent needs for 

hospitalization, AI can help with triaging cases, such as remote follow-ups, to reduce 

unnecessary hospital visits: “There are a very few who are very sick in mental health 

care. Then there are a huge number of people who have not been sick, but who have 

experienced a need for help. So, I would have used the human and institutional resources 

we have, that is, hospital beds, to the most serious. Then I would have used AI resources 

to possibly support guided- or self-help. Because then you do not free up resources at 

the same time as taking the very sickest.” (Informant #2, University/Research institution) 

 

3.4. Building AI competence to support serious mental illness  

 

Many informants highlighted the importance of building and upskilling AI literacy and 

competence both for and to support person with SMI, particularly when AI is still a new 

yet promising concept in mental health care. They believed that as AI evolves rapidly, 

all stakeholders (SMI users, health professionals, and leaders) must embrace this new 

norm of digitalization and develop or increase their skillsets. This can be achieved or 

enhanced through active involvement, training or other forms of support, as one 

informant noted: “I think it's very important to use AI and learn how to use AI and use it 

actively in your job. That you use the tools that are available, and that you encourage 

patients and users to use it in a positive way. You have a responsibility to learn about it 

today.” (Informant 7, Hospital) 

Still, some informants expressed concern that, unlike somatic health fields such as 

radiology – where AI is rapidly advanced in detection, investigation, and supporting 

clinical decision-making – evidence for AI effectiveness in mental health care, especially 

for those with most serious and acute illness, remains scarce. One informant stressed the 

need for further research to overcome the fear and skepticism surrounding its use in 

mental health: “I think we are still in a very early phase where a lot of people are very 

skeptical. We don't fully understand the consequences of technology that’s about to take 

off completely. We haven’t broken any barriers yet because no one has seen or 

introduced them.” (Informant 17, User organization)   

4. Discussion/Conclusion 

Our findings demonstrated the perceived opportunities and challenges of integrating AI 

into mental health care for persons with SMI. While AI shows promise in resource 

management and decision-making, its limitation in replicating human connection and 

professional judgement raises concerns about potential unintended negative outcomes. 

B. Wang et al. / What Is in There for Artificial Intelligence to Support Mental Health Care? 13



There is a clear need for more research in mental health and psychiatry to unlock AI’s 

potential in this field and ensure its reliability and safety. Cultural and personal 

adaptations, particularly for vulnerable populations such as older adults, must be 

considered early throughout the AI development and implementation process.     

A considerable challenge we noticed is the ethical concerns of integrating AI into 

mental health, consistent with early studies [5, 6, 9]. Unique to somatic health care, the 

unique sensitivity and social stigmatization rooted in mental health, particularly SMI, 

brings complex ethical challenges [4]. That perhaps explains why three-quarters of the 

responses from our informants expressed moderately negative to negative sentiment 

towards using AI to support this population. However, our qualitative findings seem to 

reflect a more positive tone toward AI’s capabilities, which appears to contradict the 

sentiment analysis results. This discrepancy may be attributed to the heterogeneity of 

informants, such as differences in educational and professional backgrounds, and varying 

experience in patient care or interaction with patients. As the occurrence of physical 

conditions often intertwines with SMI, we suggest a more holistic approach to future AI 

solutions supporting persons with SMI. On top of that, we see the significance of 

establishing targeted ethical guidelines and regulatory frameworks (e.g., for resource 

allocation and decision-making transparency) as essential to safeguard patient safety, 

confidentiality, and autonomy when applying AI applications. The recent “European 

Union’s Artificial Intelligence Act (EU AI Act)” by the European Commission 

exemplifies this notion by emphasizing the importance of explainable AI (XAI), 

particularly in high-risk applications such as those supporting SMI treatment. The Act 

mandates that organizations ensure their AI systems are transparent and interpretable, 

allowing users to understand decision-making processes, while also regulating software 

(MDR) to ensure the safety of AI systems. We also suggest that data privacy concerns 

and potential bias in AI algorithms should encourage user discussion to promote 

democratization, trust, and accountability in AI-driven systems for this traditionally 

marginalized group.  

Our findings revealed that the digital divide remains another huge concern in the age 

of AI, supporting results from previous research [10, 11]. Effective use of AI requires a 

stable internet connection and a certain level of literacy and competence of AI 

applications. Given the diverse demographics, mobility, and functional levels of persons 

with SMI, AI systems and applications must prioritize equal accessibility. For example, 

a universal design that accommodates individuals with hearing or vision impairments 

can be interesting for future research. In addition, engaging peer support workers – who 

bring lived experience as former users of mental health services – to the development of 

AI for mental health, can be a good idea to incorporate user perspectives.  

While AI cannot fully replace human empathy, it has the potential to enhance it 

when used thoughtfully. Our interpretation of rethinking the role of AI in human care 

and empathy aligns with notions from multiple early studies [12, 13]. A recent study [14] 

showed that some clinicians are already using ChatGPT to gather ideas for mental health 

documentation, which positively impacts medical fidelity. This could be a starting point 

for exploring the role of AI in supporting mental health care, and how it can better 

interconnect with and enhance human interaction while ensuring safety.  

AI holds huge potential to support persons with SMI and their well-being. However, 

ethical, regulatory, and practical challenges must be addressed carefully. Further 

research and development are urgently needed in this field.  
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Abstract. The goal of segmentation in abdominal imaging for emergency medicine 

is to accurately identify and delineate organs, as well as to detect and localize 

pathological areas. This precision is critical for rapid, informed decision-making in 

acute care scenarios. Vision foundation models, such as Segment Anything Model 

(SAM), have demonstrated remarkable results on many different segmentation tasks, 

but they perform poorly on medical images because of the scarcity of medical 

datasets. They lack robust generalizability across diverse medical imaging 

modalities, and they need to be fine-tuned specifically for medical images, as these 

images considerably differ from natural images. This study aims to investigate the 

application of a foundation segmentation model to ultrasound (US) images of the 

abdomen. We employed SAMed to segment and classify all organs and free fluid 

present in each US image. A dataset comprising 286 US images, corresponding 

segmentation masks, and organ-level labels was collected from the Bern University 

Hospital Inselspital. Due to the relatively small size of our dataset, we pre-trained 

SAMed on a larger public US dataset to fine-tune it for US imaging. We then applied 

this fine-tuned SAMed on the Inselspital dataset to generate multi-class masks and 

assessed its performance against ground truth annotations using standard evaluation 

metrics. The results demonstrated that the fine-tuned SAMed can identify and 

classify multiple organs, though challenging cases, such as free fluid segmentation, 

reveal opportunities for improvement. Furthermore, transfer learning proved to be a 

reliable solution for managing small datasets, a key obstacle in the medical imaging 

realm. 

Keywords. SAM, Segmentation, Classification, Ultrasound images 

1. Introduction 

Ultrasound imaging is a portable, cost-efficient, and non-invasive diagnostic tool used 

in medical settings, including emergency departments [1]. While effective, accurate 
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interpretation relies heavily on physician expertise. Artificial Intelligence (AI)-driven 

real-time segmentation and classification of US images can support diagnostic accuracy 

and efficiency [2]. 

In general, medical image semantic segmentation attempts to find anatomical 

structures or pathological conditions within medical images and assigns a certain class 

to each pixel in the image [3]. Accurate segmentation and classification of the desired 

region in medical images can support precise diagnosis, disease assessment, and tailored 

treatment plans [2]. Deep learning models, such as nnU-Net [4], have achieved 

outstanding results on medical imaging segmentation tasks. However, these models 

require extensive amounts of annotated data for training. Generating such large datasets 

needs skilled clinicians to manually annotate each image at the pixel level, which is time-

consuming and labor-intensive [3]. Recently, the advent of large-scale foundation 

models has mitigated the dependency on large, annotated datasets for training. Since 

these models were trained on extensive and diverse datasets, they can provide zero-shot 

or few-shot generalization capabilities [5]. 

While foundation models like SAM [6] have shown impressive achievements in 

computer vision, there are still certain limitations to their use in medical images [2]. This 

problem arises because these models were trained on non-medical datasets. Therefore, it 

limits their ability to recognize complex human anatomy structures in medical images 

such as US [7]. Furthermore, they fail to associate the segmented regions with relevant 

and meaningful semantic categories [8]. 

SAMUS [9] is built upon SAM and is tailored for US image segmentation. They 

introduced an auto prompt generator to SAM, which enables the model to automatically 

generate prompt embeddings instead of relying on a manual prompt encoder. 

Additionally, a convolutional neural network (CNN) branch and cross-branch attention 

are included to overcome the problem of insufficient local features in vision transformers. 

As SAMUS did not change the segmentation head of SAM, it can only detect one target 

region in US images and cannot recognize all organs or abnormalities within a single US 

image. 

The present research constitutes a proof-of-concept application in the US imaging 

domain using a fine-tuned version of SAMed [8], a foundation model for medical image 

segmentation. SAMed is developed to produce multiple masks for distinct anatomical 

structures or abnormal regions in different medical image modalities. In our research, we 

introduce a fine-tuned version of the SAMed to identify and classify abdominal organs 

in US images, with a focus on detecting free fluid, a key indicator of malignancy or 

infection. The model is accompanied by a dataset of 286 US images with corresponding 

segmentation masks from Emergency Department of the Bern University Hospital, 

supplemented with 11,223 US images from publicly open-access datasets. 

2. Methods 

In this work, we employed SAMed to segment and classify different organs and free 

fluids in US images. SAMed is developed based on SAM and exploits its exceptional 

image segmentation capabilities while being tailored specifically for medical image 

segmentation. To adapt SAM for semantic segmentation tasks in the medical domain, 

several modifications were made to the original architecture to enhance its performance 

on such specialized data, as we describe in the following.  
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SAM is designed as an ambiguity-aware model capable of predicting multiple masks 

for a single prompt when the input prompt is ambiguous. However, SAMed modifies the 

segmentation head of SAM to tailor its output for semantic segmentation tasks. Rather 

than generating multiple masks in cases of ambiguity, SAMed produces multiple masks 

corresponding to different classes. It combines k distinct semantic masks and applies 

softmax and argmax operations along the channel dimension. The final output is a mask 

where each pixel is assigned to a distinct class.  

Notably, SAMed does not require prompts during inference to perform automatic 

segmentation, which provides advantages for automatic medical diagnosis. Medical 

images often contain multiple regions of interest, thereby a prompt-free model can 

automatically detect all regions without defining specific prompts for each target region. 

In SAMed, all prompts are removed, and the model updates learnable embeddings during 

training to offer more efficient and flexible segmentation. In our dataset, the number of 

organs varies across different images. SAMed allows the model to automatically 

recognize all organs present in each image without the need for determining separate 

prompts for each individual organ.  

SAMed makes use of a technique known as Low-Rank Adaptation (LoRA) to 

efficiently reduce computational resource requirements [10]. LoRA addresses the 

challenges associated with fine-tuning large models such as SAM. Retraining all 

parameters in such models would be computationally expensive. However, LoRA 

mitigates this issue by freezing the pre-trained model weights and introducing trainable 

low-rank decomposition matrices. In SAMed, LoRA is implemented in the projection 

layers of query, key, or value to update the attention scores.  

3. Experiments 

3.1.  Dataset 

We collected 286 US images of abdominal organs from Bern University Hospital 

Inselspital (InselUS), with the hospital’s consent and the necessary ethical approvals 

(KEK Bern 2024-00953). All images were de-identified prior to analysis. Each image 

contains one or more abdominal organs, resulting in a dataset comprising 105 cases of 

the kidney, 131 of the liver, 32 of the gallbladder, 74 of the spleen, 40 of the bladder, 47 

of the pancreas, and 50 cases of free fluid accumulation in the abdominal cavity (ascites, 

hemorrhage). The annotation and labeling of the InselUS were performed using a semi-

automatic SAM-based tool specifically developed in-house for this research project 

(available at https://github.com/hastih/SAM_based-Tool/tree/main). Additionally, we 

collected 11223 US images from open-access datasets, including 1601 of the nerve neck, 

7774 of the thyroid, 630 of the breast, 732 of the liver, and 486 of the kidney. Both 

datasets show significant class imbalance.  

3.2. Implementation Details 

To increase the dataset size, we applied several data augmentation techniques, including 

image rotation by random multiples of 90º, followed by horizontal/vertical flips along 

the horizontal or vertical axis. Additionally, random rotation with angle variation 

between -20º and 20º was applied. All images were resized to 512×512 pixels to maintain 

consistent model input sizes.  
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Since SAMed was originally trained on computer tomography (CT) scans of the 

abdominal multi-organ segmentation dataset (Synapse), we adapted its weights via fine-

tuning on US images. Because the InselUS was limited in size for fine-tuning SAMed, 

we employed a transfer learning approach. Hence, initially, we trained SAMed on the 

collected public US data. Following fine-tuning, the model was then applied to the 

InselUS dataset. Transfer learning ensured that the model was better suited to segmenting 

the abdominal organs and free fluids in US images, as we will show in the next section.  

We optimized the model with AdamW and a learning rate of 0.0004. To mitigate 

severe class imbalance, we employed the weighted Dice and cross-entropy losses. The 

model is evaluated on 20% held-out samples using the popular metrics of Intersection 

over Union (IOU), Dice score, Hausdorff distance 95% (HD95), Accuracy, Precision, 

and Sensitivity.  

4. Results and Discussion 

In Table 1, we summarize the semantic segmentation results obtained from the fine-tuned 

SAMed model on the InselUS dataset, presenting the performance for each organ as well 

as for free fluid.  
 

Table 1. Segmentation and classification results per class and averaged over all classes. 

Class Dice HD95 Sensitivity Precision IOU Accuracy 
Bladder 0.6271 19.3365 0.6105 0.7267 0.5511 0.7691 

Gallbladder 0.4759 18.4852 0.4171 0.6795 0.3859 0.7256 

Kidney 0.4907 31.9442 0.5308 0.5098 0.4105 0.6642 

Liver 0.4924 41.5934 0.4702 0.5563 0.4178 0.6291 

Pancreas 0.1115 37.8118 0.1402 0.2119 0.0696 0.3501 

Spleen 0.3744 41.8523 0.3675 0.4836 0.3086 0.5581 

Free Fluid 0.4066 67.6334 0.4345 0.5057 0.2980 0.7695 

All 0.4255 36.9510 0.4244 0.5248 0.3488 0.6380 
 

The highest value for HD95 is observed in the segmentation of free fluid. A high 

Hausdorff distance indicates discrepancies between the predicted and ground truth 

segmentation boundaries. This is primarily due to the complex and variable shape of free 

fluid, which changes depending on the location of its accumulation. In contrast, the 

smallest HD95 values are recorded for the bladder and gallbladder at 19.3365 and 

18.4852, respectively. The boundaries of these organs are much clearer, with more 

distinct pixel contrast compared to other organs.  

 

Figure 1
column shows the ground truth masks for the liver and kidney, while the right column displays the 

corresponding predicted masks generated by SAMed. 
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In Table 2, we summarize the results for all classes, before and after fine-tuning SAMed 

on the US images. As observed, the metrics improved after fine-tuning, which 

demonstrates the effectiveness of transfer learning in tackling small dataset problems. 

The results revealed clear but modest improvements after fine-tuning. A possible reason 

is that we applied LoRA with a rank of 4 in SAMed. Consequently, we updated only a 

small subset of the model’s parameters rather than fine-tuning the entire set of parameters. 

Despite fine-tuning some of the model’s parameters, transfer learning still improved the 

model’s performance and demonstrated its potential to overcome the problem of small 

datasets.  

Table 2. Segmentation and classification results per class and averaged over all classes. 

Metric SAMed After Fine-Tuning SAMed Before Fine-Tuning 
Dice 42.55% 40.02% 

HD95 36.95% 37.82% 

Sensitivity 42.42% 40.40% 

Precision 52.48% 50.15% 

IOU 34.88% 32.59% 

Accuracy 63.80% 62.06% 

The results reveal that SAMed struggles with different medical imaging modalities, and 

must be fine-tuned to perform well on a specific image modality. However, inadequate 

medical datasets, particularly US images, make it difficult to properly fine-tune these 

models. As the InselUS dataset was small, 63.80% 

through transfer learning. We plan to enlarge the dataset and include a greater variety of 

 

5. Conclusion and Discussion 

In this work, we demonstrated the practical application of foundation models on US 

images, focusing on the segmentation and classification of abdominal organs and free 

fluids to support medical diagnosis in the emergency department. SAM’s strong 

performance in general imaging tasks does not translate to medical imaging, where it 

suffers from substantial degradation and poor generalization without proper fine-tuning 

on medical images. Consequently, we fine-tuned SAMed on US images to improve its 

performance in segmenting US data. Additionally, we handled the challenge of limited 

labeled data by employing transfer learning. SAMed was initially trained on a larger 

public US dataset and then fine-tuned on our smaller InselUS dataset containing 

abdominal images. A comparison of the results before and after fine-tuning SAMed on 

US images highlights the improvements resulting from the use of transfer learning in 

addressing the issue of small datasets, which is a critical challenge in the medical domain.  

While US images are highly effective, their accurate interpretation and identifying 

organ structures and abnormal regions depend on the physician's expertise. Therefore, 

developing a reliable AI-powered system for segmenting abdominal US images can aid 

in correct organs recognition and abnormalities spotting. Our fine-tuned SAMed model 

on US images can recognize free fluids in these images, which can be a sign of 

malignancy or infection. Moreover, it can find and classify organs to assist sonographers 

in evaluating organ condition and size to support disease diagnosis.  
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While further refinement is needed, our model has the potential to support junior 

physicians in acute diagnostic settings by providing precise and timely segmentation and 

classification of medical images. By accurately detecting organs and identifying 

pathological areas, it can effectively cope with the lack of extensive human expertise and 

enhance diagnostic efficiency to ensure patients receive appropriate care. 

6. Future Works 

Future work will focus on enhancing the performance and robustness of our model by 

expanding the dataset and incorporating images from other emergency departments and 

diverse clinical settings. This aims to improve the model's accuracy and precision, and 

in parallel to increase its generalizability across various use cases. Additionally, we plan 

to evaluate the model’s performance in real-world clinical environments to explore its 

potential for real-time deployment of this model to make sure that it can provide timely 

and reliable assistance to medical professionals during patient examinations. Moreover, 

integrating explainability tools into the framework is expected to enable clinicians to 

better understand the model's decision-making process. This integration will promote 

transparency, foster trust and enhance the reliability in computer-aided diagnosis in 

clinical practice. 
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Abstract. Falls pose a substantial risk to elderly individuals, especially those over 

65, often leading to severe consequences. This project investigates the potential of 

the t

clinical workplace system. The prototype employs the YOLOv8 image recognition 

model to detect fallen individuals during patrols, transmitting incident data to a 

simulated clinical system via Fast Healthcare Interoperability Resources (FHIR). 

While initial tests delivered promising results, enhancements in image recognition 

accuracy are required for effective real-world deployment. 

Keywords. Social robotics, fall detection, FHIR integration 

1. Introduction 

Robots are increasingly being explored in nursing for applications such as mobility aids, 

transport tasks, and patient monitoring [1,2]. Additionally, social robots can support 

emotional and cognitive care [3]. Despite promising developments, the widespread use 

of robots in the Swiss healthcare system remains limited. The Institute for Medical 

Informatics at Bern University of Applied Sciences has integrated robots into student 

education [4,5] and actively examines the potential of robots in medical environments. 

Among these, patient falls are a critical area of focus, as they are one of the leading 

causes of injuries among elderly individuals. Early detection of falls is vital to improving 

outcomes and ensuring timely interventions [6]. 

In collaboration with LEP AG, the provider of the LEP Nursing 3 interventions 

catalog, this project investigated the use of an assistance robot for fall detection in 

healthcare environments. A key focus was on integrating the robot with clinical 

information systems (CIS) to streamline communication and documentation processes. 

The project aimed to reduce the workload of healthcare staff by enabling the robot 

to conduct ward rounds, detect fallen patients, and promptly notify or call a nurse to the 

scene. This objective led to the following research question: 

"How can an assistance robot perform a LEP nursing-3 intervention such as a 
ward round or night watch, transmit the activity record to the clinical information system 
(CIS), and notify or call healthcare staff in the event of a detected patient fall?" 
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2. Methods 

A literature review was conducted to identify appropriate communication standards for 

the interaction between the robot and the clinical information system (CIS). Practical 

requirements were refined through discussions with CIS providers, such as Nexus. 

, with the 

robot's application programmed in Kotlin. Additionally, the simulated clinical 

information system (CIS) was implemented using Python. Communication between the 

 robot and the simulated CIS was established using the standardized FHIR format, 

with JSON files transmitting intervention tasks. 

YOLOv8 model (You Only Look Once) was used, a real-time object detection 

algorithm for Fall detection. The dataset, originally adapted from the study "Fallen 

People Detection Capabilities Using Assistive Robot"[7], consisted of 6,982 images, 

including 5,023 images of falls and 2,275 non-fall images. To enhance recognition 

accuracy, an additional 1,906 images were captured under varying lighting conditions. 

The YOLOv8 model was trained over 200 epochs to optimize detection performance. 

The prototype was tested in the Medical Informatics Laboratory at Bern University 

of Applied Sciences, which simulated a clinical environment featuring corridors, patient 

rooms, and a nursing station to replicate real-world conditions. These scenarios were 

designed to mimic practical care settings and assess the robot's functionality. 

The testing phase evaluated the functionality of the prototype through two scenarios. In 

the first, routine patrols were conducted, during which the robot followed predefined 

routes to monitor the environment and detect fallen individuals. The second scenario 

simulated fall events, with test participants acting as patients by deliberately falling or 

lying on the ground. These situations were used to assess the system's ability to 

accurately identify and respond to falls. 

3. Results 

The prototype consisted of two primary components: communication simulation and fall 

detection. 

information system (CIS) was successfully implemented using a WebSocket connection, 

enabling real-time data exchange. Fall detection alerts were transmitted as standardized 

FHIR JSON files, containing key details such as timestamp, fall location, and the 

position. These alerts were seamlessly integrated into the CIS using 

FHIR resources like "Observation" and "Task", ensuring compatibility with electronic 

health record (EHR) systems.  

-time alerts for detected 

falls, providing immediate feedback to healthcare staff (Fig. 1). 
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Figure 1  detects a fall and shows this with an alarm on the tablet interface. Fallen and not fallen 

individuals are distinguished 

Fall detection relied on the YOLOv8 image recognition model, which distinguished 

between routine rounds and incidents involving falls. When a fall was detected, the 

system triggered an alarm and transmitted the incident details directly to the simulated 

CIS or care staff. Performance evaluation of the YOLOv8 model revealed that the F1-

score across all classes peaked at 0.81 at a confidence threshold of 0.182, demonstrating 

a balanced trade-off between precision and recall.  

4. Discussion 

The integration of assistive robots in healthcare can reduce nursing workload by 

automating fall detection and documentation. In hospitals, where nurses manage multiple 

floors during night shifts, robots could improve patient monitoring and response times. 

Standardized protocols like FHIR ensure compatibility with clinical IT systems and 

enhance interoperability. 

 

Figure 2 Precision-Confidence Curve Figure 3 Recall-Confidence Curve 
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Alternative fall detection methods, such as wearable sensors (e.g., Apple Watch), 

belt sensors, or inflatable hip airbags, are increasingly used but rely on patient 

compliance and are designed for home settings. In contrast, robot-based systems provide 

continuous, non-intrusive monitoring, making them more suitable for hospitals where 

caregivers need automated surveillance tools. 

While an F1-score of 0.81 is promising for an experimental setup, it falls below the 

threshold required for clinical use, where high sensitivity and specificity are essential. 

Studies suggest that AI models in healthcare often need F1-scores above 0.90 to 

minimize false positives and negatives, ensuring reliable decision-making in patient care 

[8]. Similarly, research highlights that such high accuracy is critical to maintaining 

diagnostic integrity and reducing misclassification rates [9] 

Initially, a system may generate false alarms, but preventing real falls from being 

missed is the priority. Further refinements in training datasets and model optimization 

are needed to reach clinically acceptable performance levels. 

5. Conclusion  

This project demonstrated the feasibility of integrating assistive robots into healthcare 

workflows for fall detection and documentation. -

based detection system, delivered promising results with high detection accuracy and 

seamless integration into clinical information systems via FHIR standards.  

Further refinements are needed to improve accuracy under varying conditions and 

reduce false alarms. Future work should address real-world testing and ethical 

considerations. 

crucial role in supporting healthcare staff and enhancing patient safety. 
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Abstract. This study investigates the transition from analog to digital Huddle-
Boards within the operational environment of a hospital. By analyzing the current 
analog system and implementing a digital prototype, the study aims to measure 
efficiency, usability, and overall system improvements. A combination of 
observational analyses, surveys, interviews, and usability studies were conducted to 
assess the potential benefits of digitization. The results highlight significant time 
savings, increased accessibility, and enhanced usability of the digital system 
compared to its analog counterpart. 
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1. Introduction 

The goal of Lean Management is to optimize processes, minimize waste, and maximize 

value creation. A key tool in this approach is the Huddle-Board, a visual aid used for 

process visualization and management. It can take various forms, such as flip charts, 

whiteboards, or customized marker boards [1]. In many hospitals, Huddle-Boards are 

employed to enhance communication and coordination within teams, serving as a 

platform for discussing current tasks, problems, and solutions during daily huddle 

meetings. Huddle-Boards positively impact team communication, efficiency, and patient 

safety outcomes [2, 3]. Traditionally, most hospitals, including those in the Lindenhof 

Group, still rely on analog Huddle-Boards that depend on physical materials such as 

printed schedules and manual updates. These processes are often time-consuming and 

prone to errors [4]. The analog systems are widespread, but they present challenges such 

as inefficiency and limited access to real-time data [3]. 

This study introduces a digital alternative designed to modernize processes and 

enhance overall efficiency. The project encompasses an analysis of the current analog 

workflow, development and testing of a digital prototype, and evaluating its usability 

through real-world application. The primary objective is to assess whether the digital 

system offers tangible improvements in efficiency, user experience, and resource 

allocation. By transitioning to a digital Huddle-Board, hospitals aim to reduce manual 

effort, improve communication, and enable more dynamic decision-making [5]. 
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2. Method 

2.1. Observation Analysis, questionnaires and interviews 

The study employed systematic and unsystematic observations to analyze task durations, 

and staff interactions, providing insights into analog and digital system performance. 

Additionally, questionnaires and interviews were conducted before and after 

implementing the digital Huddle-Board: pre-implementation surveys assessed the analog 

system, while post-implementation surveys evaluated usability, satisfaction, and benefits.  

2.2. Usability Study 

A detailed usability study was performed using task-based evaluations. Participants were 

instructed to complete predefined tasks on the digital system, such as scheduling and 

information retrieval. Key metrics such as time taken, ease of navigation, and user 

satisfaction were measured using the System Usability Scale (SUS), providing a 

standardized assessment of the digital system's performance. 

3. Results 

3.1. Implementation of the digital Huddle-Board “infOPhuddle” 

 

Figure 1: Prototype of the digital Huddle-Board “infOPhuddle” 

The digital Huddle-Board system serves as the central platform for streamlining 

operational processes in the Sonnenhof operating room. Running on Windows Server 

2022 with Nginx and a Node.js backend, it processes data from the workforce 

management system Polypoint via XML files and stores it in an MSSQL database. The 

Vue.js and Pinia frontend ensures a user-friendly interface, communicating with the 

backend via APIs for secure, real-time updates and efficient functionality. A firewall and 

monitoring ensured performance, while a maintenance plan guaranteed system integrity. 

The prototype of the digital Huddle-Board can be seen in Figure 1.  

The most important functions include real-time staff planning for operating 

rooms. The system also facilitates the exchange of critical information, allows for 
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structured feedback collection, and supports continuous improvement through Kaizen 

principles by identifying and optimizing processes and problem areas. 

3.2. Study results for the analog Huddle-Board 

The analog Huddle-Board system exhibited several inefficiencies. Employees often had 

to go back and forth between their workstations and the Huddle-Board to access or 

update information. The reliance on printed documents resulted in increased resource 

consumption and higher operational costs. Additionally, the analog system was less 

adaptable to sudden changes, often leading to delays in communication. Observations 

revealed that preparing the analog board took approximately 12 minutes and 30 seconds, 

involving tasks such as printing, manual arrangement of documents, and physically 

walking to the board. 

3.3. Study results for the digital Huddle-Board 

The digital Huddle-Board addressed many of the limitations observed in the analog setup. 

With centralized access to information and remote viewing capabilities, employees could 

access and update schedules without unnecessary movement. The intuitive design 

reduced the time required to plan and execute tasks. The ability to integrate real-time 

updates significantly improved workflow efficiency. he ability to integrate real-time 

updates significantly improved workflow efficiency. The preparation time for the 

Huddle-Board was reduced to 5 minutes and 32 seconds. 

 

Figure 2: Evaluation – Preferences between digital and analog Huddle-Boards 

The evaluation of the digital Huddle-Board utility received overwhelmingly positive 

feedback. On a scale from 0 (negative) to 10 (positive), nine out of thirteen participants 

rated it with the highest score of 10, indicating very high utility. The usability test 

included 14 tasks, such as accessing and modifying team schedules, editing sterilization 

information, reviewing and acknowledging news updates, generating and exporting PDF 

reports, and sending feedback through the integrated email system. Additionally, 

participants were asked about their preferences regarding the components of the Huddle-

Board, comparing the analog and digital versions. The digital Huddle-Board, as shown 
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in Figure 1, was evaluated against the analog version, with the results displayed in 

Figure 2. The analysis clearly indicates that the digital version was preferred across all 

components, demonstrating its superior utility and efficiency. 

4. Discussion 

Despite the increasing prevalence of lean management in the healthcare sector, there are 

not many studies that examine the use of digital Huddle-Boards in particular [3]. In this 

study, which examined the use of the newly developed Huddle-Board, remarkable 

improvements were found between the analog and digital Huddle-Board in terms of 

efficiency, ease of use and user preference. Preparation time dropped from 12 minutes to 

5 minutes and 32 seconds, a 46% reduction, by eliminating tasks like printing and 

walking to the board. The digital system, preferred for its superior functionality, scored 

88.5 on the System Usability Scale (SUS). Feedback highlighted real-time access, fewer 

manual tasks, and cost savings, enhancing convenience and efficiency.  

The digital Huddle-Board streamlined surgical workflows by removing redundant 

tasks, boosting efficiency and productivity. Its high SUS scores reflect intuitive design, 

fostering user satisfaction. Frequent use supports real-time communication and decision-

making, while centralized, up-to-date information reduces risks from outdated data, 

improving patient outcomes. The real-time integration of personnel information through 

the interface with the workforce management system was particularly beneficial, 

improving team coordination and planning. Moreover, the ability to access the Huddle-

Board from any PC improved flexibility and ensured that information was always readily 

available to staff. 

Additionally, the structured arrangement of information led to better organization 

and reduced the risk of information loss. Cost savings were achieved through decreased 

paper usage and reduced administrative workload. Nevertheless, the introduction of the 

digital Huddle-Board also incurred new electricity costs, which are expected to be 

outweighed by the achieved efficiency gains. Suggested improvements include 

customization options and automated data integration to further enhance usability and 

efficiency. The successful deployment of the digital Huddle-Board during the testing 

phase demonstrates its potential for broader implementation in other operating rooms or 

related healthcare environments. 
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Abstract. Triage is used in emergency departments to ensure timely patient care 

according to urgency of treatment. However, triage accuracy and efficiency remain 

challenging due to time-constraints and high demand. This proof-of-concept study 

evaluates an AI-powered triage system that leverages speech recognition (STT) and 

large language models (LLMs) to process patient interactions in triage and to assign 

an Emergency Severity Index (ESI) triage level and a classification of the main 

presenting complaint according to the Canadian Emergency Department 

Information System (CEDIS). In Switzerland, different Swiss German dialects add 

to the complexity of the task. STT models achieved word error rates (WER) of 2.3% 

for High German and 17.66% for Swiss German. Despite the high WER, the AI's 

classification accuracy reached 90 100% for ESI levels and CEDIS codes. These 

results highlight the potential of integrating AI into triage workflows, enhancing 

consistency and reducing the documentation burden for clinical staff. Future 

research should address multi-language adaptation and data security to ensure 

seamless implementation in real-world settings. 

Keywords. Artificial Intelligence, Speech-to-Text, Triage Systems, Natural 

Language Processing (NLP), Emergency Medicine, Triage 

1. Introduction 

Emergency departments (EDs) are pivotal in delivering timely and life-saving care. Over 

the past decades, the demand for ED services has surged, placing immense pressure on 

resources and staff. Triage is the initial patient assessment process which determines the 

urgency of treatment based on the severity of a patient's condition and prioritizes 

resources accordingly [1].  

Among the various triage tools, the Emergency Severity Index (ESI) is a widely 

adopted, validated system used internationally. Despite its prevalence, inconsistencies in 

its application persist, as studies show only 59.6% accuracy in standardized triage cases, 

even among experienced nursing staff [2]. Further, in most EDs, a presenting complaint 

is documented in addition to the urgency of treatment. The Canadian Emergency 

Department Information System (CEDIS) is widely used for this purpose [3]. 

 Advancements in artificial intelligence (AI), especially in machine learning (ML) 

and natural language processing (NLP), offer promising avenues to improve triage 

accuracy and efficiency [4]. While most existing research focuses on retrospective 
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analyses of unstructured text, the integration of speech recognition in real-time clinical 

workflows remains underexplored [5]. AI-powered systems can process audio recordings 

of patient-provider interactions, convert them into text using speech-to-text algorithms, 

and provide automated categorizations for ESI and CEDIS classifications [6].  

This study investigates the potential of an AI-enhanced triage system that integrates 

speech recognition and LLMs into triage. By evaluating transcription accuracy and 

classification reliability, it aims to demonstrate the feasibility of implementing such 

systems to optimize ED workflows and to reduce the documentation burden on clinical 

staff. 

2. Methods 

The AI-enhanced triage system integrates speech-to-text (STT) technology with large 

language models (LLMs). It processes audio recordings of patient-provider interactions, 

transcribes the conversations, and determines the ESI triage level and the CEDIS code. 

It includes mechanisms for data preprocessing, classification, and manual correction to 

improve usability and accuracy. 

The following STT models were utilized for transcription: 1) Wit.ai: A speech 

recognition platform, optimized for general use cases, but with limitations in domain-

specific medical terminology and dialect, 2) Whisper by OpenAI i  

configuration and in a Swiss German fine-tuned version: nizarmichaud/whisper-large-

v3-turbo-swissgerman . The system employs LLMs to process transcribed text and 

produce structured outputs with ESI triage level determination and CEDIS classification. 

The model Claude-3-Opus-20240229  from Anthropic was selected for its ability to 

generate domain-specific analyses and structured outputs while ensuring contextually 

appropriate responses. 

Ten written triage scenarios were created using common presenting complaints. 

ChatGPT-4o was used to create dialogs based on these scenarios. An audio dataset of 

triage conversations was then created in both High German and Swiss German using a 

-to-speech (TTS) 

capabilities and a Swiss German TTS API [7]. Reverberation and ambient noise were 

added to the recordings to make them more realistic. Each scenario included annotated 

ESI levels and CEDIS codes determined by clinical experts to be referenced later in the 

evaluation.  

Using web-technologies and Python for the backend, a web-application was 

programmed to allow the upload of audio data into the processing pipeline (see Fig. 1). 

Sequentially, audio was transcribed and the result passed on to the LLM which in turn 

determined ESI level and CEDIS code as well as providing a summary of the 

conversation for documentation purposes. 
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Figure 1. System Design 

3. Results 

Speech-to-text (STT) models demonstrated significant variations in Word Error Rates 

(WER) depending on the language and model used. The transcription performance varied 

across the triage scenarios. 

High German: Wit.ai achieved a mean WER of 2.30%, significantly outperforming 

the base Whisper model, which had a WER of 4.11%. 

Swiss German: The adapted Whisper model delivered a mean WER of 17.66% as 

compared to the base Whisper model (mean WER 45.19%), showcasing a substantial 

improvement of fine-tuned models over general-purpose models. Wit.ai struggled with 

Swiss German dialectal variations (mean WER of 63.24%). 

Table 1. Word Error Rates (WER) for Swiss German / High German audio  

 Swiss German High German 
Scenario Whisper 

Base 
Whisper 

Swiss 
Wit.ai Whisper 

Base 
Wit.ai 

Chest Pain 50.00% 21.30% 67.82% 3.25 % 0.90% 

 Ear Pain 46.26% 21.90% 62.20% 5.10 % 1.54% 

Abdominal Pain 42.41% 18.85% 58.93% 3.66 % 2.29% 

Diarrhea 45.85% 17.15% 59.77% 5.42 % 2.18% 

 Flank Pain 46.82% 14.64% 65.44% 3.28 % 2.74% 

Depression 34.30% 18.11% 55.66% 3.28 % 3.61% 

Dizziness 49.25% 12.04% 63.45% 2.80 % 2.32% 

Headache 50.00% 15.99% 70.91% 2.43 % 2.18% 

Back Pain 48.18% 19.06% 68.33% 6.64 % 2.41% 

Laceration 38.82% 17.51% 59.88% 5.27 % 2.83% 

Classification Accuracy: 
code was evaluated across both transcription formats and input languages: 

High German: 90% accuracy for ESI levels and 100% accuracy for CEDIS codes. 

Swiss German: 100% accuracy for ESI levels and 90% accuracy for CEDIS codes. 
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4. Discussion 

This proof-of-concept demonstrates the potential of AI-powered triage systems to 

enhance emergency department (ED) workflows by integrating advanced speech 

recognition and classification capabilities. ESI code assignments were validated by an 

experienced ED triage nurse, with synthetic audios incorporating background noise for 

enhanced authenticity. However, we are aware of the limitations of using synthetic data 

for triage conversations, which was necessitated by data privacy considerations and the 

lack of ethics approval for using real patient data.  

The Whisper model fine-tuned for Swiss German significantly outperformed general-

purpose alternatives like the Whisper base model and Wit.ai for Swiss German 

transcription, significantly reducing the Word Error Rate. However, in dialects without 

an accepted way of spelling words, calculating the WER is challenging. Also, all STT-

systems fall short of the ideal accuracy for clinical applications, where errors in 

transcription can propagate through subsequent classification processes. Challenges in 

processing dialectical variations underline the need for further fine-tuning of STT models 

tailored to regional languages. 

Despite the limitations in transcribing audio, especially when dialect is spoken, the 

system achieved high accuracy in Emergency Severity Index (ESI) and Canadian 

Emergency Department Information System (CEDIS) classification, with an accuracy of 

up to 100% in certain scenarios. This illustrates that for those tasks an understanding of 

the context seems sufficient for the model to determine the right level and code. 

While promising, the system faces significant barriers regarding data security and 

ethical considerations. Integration with external services like Wit.ai raises compliance 

concerns with Switzerland's data protection laws. Local hosting and potential bias 

mitigation are necessary. 

This study demonstrates the feasibility of integrating AI-enhanced speech recognition 

and classification systems into ED triage workflows. With classification reliability 

reaching acceptable levels for clinical application, the system offers significant potential 

to reduce the administrative burden on healthcare. Future work should focus on refining 

dialect-specific STT models to improve transcription accuracy, enabling multi-label 

classification, and ensuring data privacy through locally hosted solutions.  

References 
[1]  Dugas AF, Kirsch TD, Toerper M, Korley F, Yenokyan G, France D, u. a. An Electronic Emergency 

Triage System to Improve Patient Distribution by Critical Outcomes. J Emerg Med. Juni 2016;50(6):910

8. doi: 10.1016/j.jemermed.2016.02.026. 

[2]  Grossmann FF, Delport K, Keller DI. Emergency Severity Index. Notf Rettungsmedizin. 1. Juni 

2009;12(4):290 2.  

[3]  Grafstein E, Unger B, Bullard M, Innes G, Group  the CEDIS (CEDIS) W. Canadian Emergency 

Department Information System (CEDIS) Presenting Complaint List (Version 1.0). Can J Emerg Med. 

Januar 2003;5(1):27 34. doi: 10.1017/s1481803500008071. 

[4]  Lee P, Bubeck S, Petro J. Benefits, Limits, and Risks of GPT-4 as an AI Chatbot for Medicine. Drazen 

JM, Kohane IS, Leong TY, Herausgeber. N Engl J Med. 30. März 2023;388(13):1233 9. doi: 

10.1056/NEJMsr2214184. 

[5]  Kwon J myoung, Lee Y, Lee Y, Lee S, Park H, Park J. Validation of deep-learning-based triage and 

acuity score using a large national dataset. PLoS ONE. 15. Oktober 2018;13(10):e0205836.  

[6]  McHugh M, Tanabe P, McClelland M, Khare RK. More patients are triaged using the Emergency 

Severity Index than any other triage acuity system in the United States. Acad Emerg Med Off J Soc Acad 

Emerg Med. Januar 2012;19(1):106 9. doi: 10.1111/j.1553-2712.2011.01240.x. 

[7]  Cieliebak, Mark. ZHAW Zürcher Hochschule für Angewandte Wissenschaften. [zitiert 24. Januar 2025]. 

End-to-End Low-Resource Speech Translation for Swiss German Dialects. Verfügbar unter: 

https://www.zhaw.ch/de/forschung/projekt/72998 

A. Elhilali et al. / AI-Enhanced Speech Recognition in Triage34



Connected Care – The Key to a Seamless 

Patient Journey 

 



 

 
 

Michaël LAURACa,1 and Thomas BÜRKLE 
a 

a
 Institute for Medical Informatics, Bern University of Applied Sciences 

 ORCiD ID: Michaël Laurac https://orcid.org/0000-0002-5168-5092,  

Thomas Bürkle https://orcid.org/0000-0002-2936-5375  

Abstract. Background: Despite the benefits, the practical implementation of 

shared decision-making (SDM) is challenged by the lack of decision aids for patients. 

Objective: This rapid review analyses how patient journey maps (PJMs) have 

highlighted the need for shared healthcare decisions between patients and 

professionals. Methods: The extension of the PRISMA methodology for scoping 

reviews was used as a guideline. The MEDLINE, APA PsycInfo, Embase, Emcare 

and Nursing Database digital databases were queried using a reduced selection of 

search expressions. Resulting articles from peer-reviewed journals since 2015 were 

analysed. Results: 11 articles provide directions regarding the enhanced support of 

SDM throughout the patient journey. The utilisation of basic patient journey 

modelling along care trajectories has facilitated patient engagement with 

professionals, thereby enabling the disclosure of their needs and experiences. A 

generic model could be abstracted from each condition-specific PJMs, highlighting 

when decisions may impact patient experience. Conclusions: The development of 

a digital visual representation of a generic patient journey, from the onset of 

symptoms to the management of the condition, has the potential to serve as a 

valuable communication tool, assisting patients and healthcare professionals in 

better preparing, focusing and documenting SDM conversations. 

Keywords. Patient journey maps, shared decision-making 

1. Introduction 

In the context of a patient's journey, shared decision-making (SDM) is recognised as a 

collaborative approach by which, in partnership with their clinician, patients are 
encouraged to think about the available care options and the likely benefits and harms 
of each, to communicate their preferences, and help select the best course of action that 
fits these  [1, 2, 3, 4]. The role of SDM in respecting patients' autonomy to make 

informed choices, balancing benefits against risks and costs, and avoiding harm is 

considered essential [3]. The integration of patients' needs and preferences into the 

decision-making process has been shown to promote patient engagement and tends to 

improve health outcomes that matter to patients, while reducing unnecessary costs [3]. 

The merits of the SDM approach have been delineated for over four decades; 

nevertheless, its routine implementation remains subject to local variation with its 

adoption being shaped by local initiatives [2, 5]. Moreover, a lack of clear guidance for 

the implementation of SDM has been reported, leading to the proposal of a 3-step model 

for structuring the SDM conversation has been proposed [6]. The art of SDM is also 
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increasingly recognised as a core competency of healthcare professionals [2, 5]. 

However, some barriers to its adoption remain. 

To date, successful implementation of SDM depends on the relationship between 

patients, family members and professionals. A climate of trust allows contextual 

information relevant to decision makers to flow transparently between participants. 

Patients and families are encouraged to ask questions and express their views, needs and 

preferences. A central factor in patient-professional interaction during SDM is the need 

for a balance of power between patients and professionals that permits patients to 

appreciate the contribution of their own values and preferences in the decision-making 

process [7].  

Patient journey modelling and its visual representation in patient journey maps 

(PJMs) has recently gained traction among healthcare providers wishing to improve 

patient experience. A recent functional definition describes patient journey mapping 

(PJM) as a patient-oriented project that has been undertaken to better understand 
barriers, facilitators, experiences, interactions with services and/or outcomes for 
individuals and/or their carers, and family members as they enter, navigate, experience 
and exit one or more services in a health system by documenting elements of the journey 
to produce a visual or descriptive map  [8]. 

The present rapid review seeks to provide an answer to the following question: 

In what ways might patients benefit from patient journey maps during the shared 

decision-making process with their healthcare professionals? 

2. Methods 

A comprehensive search on the Ovid platform was conducted querying the MEDLINE, 

APA PsycInfo, Embase, Emcare and Nursing Database utilising the PRISMA scoping 

review methodology as a foundation [9]. The search strings were the adjacent terms 

patient* , journey*  and map  or maps  or mapp*  in the title, in the context 

health*  or care abstract. The results were limited to peer-reviewed 

journals since 2015, and duplicates were removed. Each remaining article was then read 

to extract medical information on the target group and determine the objectives of the 

article. In addition, the clinical improvement strategy postulated in each article was 

classified into one of more of the following five categories according to an adapted 

version of the justifications driving PJM research projects [10]: 

1. Resources: Optimising costs and resources 

2. Continuity: Providing better access to continued integrated care 

3.  

4.  

5. Empowerment: Facilitating shared decision-making 

A subsequent identification and analysis of articles specifically discussing how to 

improve the SDM process was conducted. The medical specialty, the medical condition, 

its frequency and chronicity were documented. Conditions were classified into the 

following categories: rare, uncommon and common. Condition chronicity was 

categorized as acute, chronic or undifferentiated, and potentially either acute or chronic. 

The articles described the mapping of individual care journeys into a condition-specific 

PJMs. The resulting models were then abstracted and combined into a generic patient 

journey model. Phases of the generic model indicated as involving SDM activities were 

marked for analysis. 
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3. Results 

A total of 114 references were identified, of which 96 were sourced from peer-reviewed 

journals specialising in human research. Following the removal of 45 duplicate records, 

the number of publications was reduced to 51. Subsequently, 19 abstracts and protocols 

were discarded, leaving 32 full articles. 7 articles pertaining to clinical practice were 

excluded, resulting in 25 full texts. Each of the 25 full texts was then analysed and their 

content was verified against the five improvement strategies described in part 2. 
Methods. 14 articles did not include 'Empowerment: Facilitating shared decision-

making' as a strategy. The remaining 11 full texts were then analysed in depth to answer 

the research question. 

The articles analysed pertained to neurology (27%), cardiology (18%), orthopedic 

surgery and rheumatology (18%), dermatology (9%), otorhinolaryngology (9%), 

gastroenterology (9%) or non-specified medical conditions (9%). 

Table 1 shows the association of the 11 articles regarding frequency and chronicity 

of the respective disease.  

Table 1. Frequency and chronicity of the conditions targeted by the 11 short-listed articles  

  

Patient journey processes are displayed in column 3 of Table 2 for each article. Most 

processes exhibit a single core process. Occasionally, additional branch processes have 

been described. Except for one article, two to eight process steps were described. 

The steps of the PJMs were analysed in 9 out of 11 articles, with articles pertaining 

to care settings, i.e. either hospital care or home care, and return to work following 

cardiovascular disease, being excluded.  

The semantic content of each step in specific PJMs was abstracted into six common 

semantic concepts, composing six steps of a high-level generic journey:  

1. Symptom onset. Independent from pre-diagnosis when silent or 

undifferentiated symptoms lead to a prolonged long time-to-diagnosis i.e. rare 

neurological diseases or in coronary artery disease (CAD) 

2. Pre-diagnosis. Independent or combined with symptom onset or diagnosis, and 

used for anamneses and investigations from medical professionals 

3. Diagnosis. Appeared in the first three steps alone or combined, except when it 

is implied by the investigation or the intervention e.g. an allergy test or surgery 

4. Pre-treatment. Referred on its own either to give recommendation or decide 

treatment, or to initiate or prepare care prior to treatment start 

5. Treatment. Seen as a therapeutic intervention such as treatment, intervention, 

operation, therapy and systematically present when not delayed or declined. 

6. Follow-up. Present in cases of uncurable conditions, expressed as follow-up, 

discharge, recovery, monitoring or managing symptoms or living with the 

condition 
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Table 2. Degrees of SDM for each patient journey steps as mapped into a generic 6-step journey model  

 

6 out of the 11 articles reported an SDM implementation; the approach was 

otherwise proposed as an improvement in each distinct phase of the generic patient 

journey model in at least one of the 11 articles. Patients decided when to contact 

professionals or what symptoms required attention at symptom onset [13, 18]. Deciding 

to undergo testing was made pre-diagnosis [11, 13, 18]. SDM primarily took place at 

pre-treatment, either in terms of waiting for treatment [18], setting goals [12, 15] or 

choosing an appropriate treatment [11, 12, 13, 15, 18]. During treatment, SDM focused 

on treatment adjustment [10], managing symptoms [11] or discussing side-effects [13]. 

At follow-up outcomes were assessed with the patient [15]. 

Rare neurological pathways refer to SDM early at symptom onset. In these cases, 

close monitoring of symptoms by patients and their families was often required until the 

condition could be diagnosed [11, 19]. In other cases, SDM is initiated later during the 

pre-treatment phase, i.e. at treatment choice or preparation, where SDM was salient for 

all conditions analysed. For patients e.g diagnosed with liver cancer, the decision of an 

appropriate treatment is of particular importance, since the intervention will have a 

significant impact on their quality of life [12]. In the treatment phase, SDM was used to 

M. Laurac and T. Bürkle / Patient Journey Maps Associated to Shared Decision Making 39



motivate patients to adhere to the care plan [10]. During the follow-up phase, patients 

were expected to evaluate outcomes in relation to defined goals and to monitor the 

reappearance of symptoms to manage them effectively. 

4. Discussion 

The number of articles addressing the implementation of SDM via PJM research is 

limited. The initial objective of PJM was to ascertain 

identify service gaps. PJMs research associated to SDM is a more recent development 

with most articles published in 2023 or later. The search expressions selected might have 

contributed for the low number of articles, as PJM techniques are not uniformly termed. 

The predominant representation of chronic conditions may be attributed to their long 

time to diagnosis, unclear process, higher complexity and level of individualization. 

Conversely, rare chronic neurological diseases are overrepresented. This could be due to 

the challenges patients face in obtaining appropriate diagnoses and effective treatments. 

Despite the heterogeneity of the PJM methodology applied in the articles reviewed, 

parallels in the journey models permitted research-specific journey steps to be abstracted 

and classified  in a generic 6-step journey model composed of symptom onset, pre-

diagnosis, diagnosis, pre-treatment, treatment and follow-up. Two articles described 

more complex care plans, including several interventions and loops to earlier steps, 

which require previous decisions to be updated [10, 20].  

The significance of SDM extends beyond treatment decisions [21]. The 

initial health needs, symptoms and signs and their continuous assessment serve as 

foundational knowledge that facilitates the setting of care goals, the decision to undergo 

testing, the determination of probable diagnoses, the shortlisting of viable treatment 

options and the monitoring of outcomes. Supporting information might be modelled and 

updated using interoperable semantic data types e.g. via ICPC, ICD, or CHOP codes. 

In situations where SDM is required, it is essential that patients are adequately 

informed to increase their confidence in articulating their personal needs and preferences 

to professionals. Natural language processing algorithms, such as those provided by 

specialised large language models, may prove useful in adapting the level of 

communication to individual levels of health literacy. This, in turn, can empower patients 

to co-create a personalised care plan.  

PJMs are roadmaps which document and visualise the patient journey. A 

comprehensive overview of the individual patient journey model in the form of PJMs 

can be utilised during communication with professionals as a memory aid to reach a 

consensus on past steps of the journey and review previous decisions [14]. PJMs can 

support communication about upcoming decisions and highlight the risks, benefits, costs 

and expectations associated with them, taking into account previously collected and 

potentially unmet patient needs and preferences. The digital availability of PJMs prior to 

the encounter can assist patients and professionals in reviewing the situation, studying 

evidence-based recommended care, e.g. suggested by a neuro-symbolic artificial 

intelligence clinical decision support system, and preparing notes for the encounter. 

PJMs can be designed to ensure that the majority of the encounter time is devoted to 

empathic listening and transparent information flow, to empower patients during SDM. 

 

In conclusion, digital PJMs might offer a promising perspective to convey mental 

models of the patient journey to patients and professionals during the SDM process. 
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Further research would help defining a generic PJM framework and its ontology, upon 

which pathway-specific implementations could be tested. In this context, digital PJMs 

might prove as a powerful tool to support SDM, embedding value-based healthcare 

principles into clinical practice and leading to improved patient safety, outcomes and 

reduced costs. 
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Abstract. In a cross country comparison, we try to identify factors which may 
influence the degree of interaction between inpatient and ambulatory patient care. 
For three Scandinavian countries, the United states and Switzerland, the IT-systems 
in hospitals and healthcare regions as well as electronic health records are described 
and characterized and the results contrasted with the way healthcare is delivered and 
financed. As a result, the existence of a national patient identifier, a reduction in the 
number of hospital information systems and a common database for healthcare 
professionals in inpatient and outpatient care are identified as positive contributors 
towards seamless care pathways. In comparison, the existence of an Electronic 
Health Record in the hands of the patient, or the existence of a tax paid healthcare 
system or the amount of healthcare expenditure do not necessarily contribute to this 
effect, since they can be observed also in countries with intermediate or improvable 
linkage between inpatient and outpatient sector. Seamless patient care has no 
directly visible correlation to life expectancy or preventable mortality. 

Keywords. Information Exchange in care settings, care pathways, digital health 

1. Introduction 

As healthcare costs are increasing worldwide due to more diagnostic options and an 

ageing population, many attempts are being made to contain healthcare costs. The DRG 

system has been introduced in many countries for inpatient care reimbursement, leading 

to shorter hospital stays and more procedures and activities done in outpatient treatment 

[1]. Hospital at home activities in various countries strive to improve patient outcomes 

by providing “hospital equivalent” care at home [2]. 

  A good linkage and communication between outpatient care delivered by general 

practitioners (GP) or in medical centers and inpatient treatment in hospital is desirable 

to ensure successful clinical pathways and to avoid readmission to hospital [3]. This 

requires good (digital) communication and thus a high degree of digitization in 

healthcare [4]. But other incentives or obstacles may play an important role as well, e.g. 

healthcare financing and incentives for the healthcare providers. 

This paper tries to shed some light on incentives and obstacles for seamless care in 

inpatient and outpatient treatment in different countries and compares the IT 

environments and the degree of digitization under the question 
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Which factors influence interaction between outpatient and inpatient care and how 

are they connected to the respective healthcare system and its digitization? 

2. Methods 

This work relies on data collected in a six-month sabbatical between August 2023 and 

February 2024. The author visited four hospitals in the US (JHH Johns Hopkins Hospital 

Baltimore, VUMC Vanderbilt University Medical Center, NYP/CUIMC New York 

Presbyterian Hospital, UAB University of Alabama Hospital), one hospital in Denmark 

(AUH Aarhus University Hospital), one in Finland (TYKS University hospital in Turku) 

and one in Estland (Talinn East Hospital) for approximately 2 weeks each.  

During his stay the author conducted a total of about 60 interviews with persons 

responsible for the IT infrastructure, for the nursing workforce of the hospital and ward 

nurses. This was accompanied by observational visits in the hospitals totaling 10 full 

nursing work shifts. Notes were taken for each semi-structured interview and to 

memorize events during the observation. All communication and interviews were done 

in English language. 

Furthermore, sources such as web presentation of the hospitals, wiki pages, WHO 

and national statistiscs databases and, if available, OECD country reports were consulted. 

The Swiss observations come from 10 years work experience as a teacher for medical 

informatics and researcher working in projects with Swiss hospitals. Included are 

observations made in a study concerning six Swiss hospitals within the SNF founded 

project Digi-Care [5]. 

3. Results 

3.1. Country characteristics and demographics 

Let’s start with a first demographic comparison and some information about healthcare 

financing in the countries included in this research. Data is derived from [6-11]: 

 

Table 1. Country characteristics. Most data from 2019. 

Country Inhabitants GDP Healthcare 

financing 

Healthcare 

expenditure 

United States 333’287’557 75’180 US$ Mixed  10’687 US$ 
Denmark 5’932’654 68’295 US$ Tax paid 5'526  € 
Finland 5’525’292 51’030 US$ Tax paid 3’150 € 
Estland 1’328’976 28’136 US$ Insurance 1’733 € 
Switzerland 8’962’258 101’510 US$ Insurance 10’559 € 

     

 

It proved very difficult to obtain data on healthcare expenditure for Switzerland and the 

US where no OECD reports are available, these numbers must be considered with care.  

United States: The country has 50 states with local legislation. Healthcare 

expenditure is high with many institutions among the first worldwide, but healthcare is 

not easily available or affordable for everyone. Typically, employees receive healthcare 

benefits and healthcare programs from their employer. This used to be non-mandatory, 
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whereas the affordable care act forced people to buy into a health insurance. For the 

Retired Medicare offers healthcare coverage. Persons who worked for some time in the 

army are entitled to treatment under veteran’s administration. Medicaid offers limited 

healthcare to the poor. A general and increasing problem are additional out of the pocket 

payments, required also in Medicare. 

Denmark: Healthcare is organized in five healthcare regions and completely tax paid. 

Thus, every region has the task to keep their citizens healthy and uses capitation based 

payment. The number of hospitals has been significantly reduced to around 54 (2017) 

[12]. The inpatient stay is often very short with good interaction to ambulatory care and 

free data flow between them. Private healthcare and private hospitals are scarce and 

rather untypical. Due to short inpatient stay the regions have occasionally been forced to 

build up own bed capacities for those patients who cannot be cared for in their own home 

following an inpatient stay. 

Finland: Healthcare is organized in regions similar to Denmark. The observed region 

was Southwest Finland Varha. The health system is tax paid and similar to Denmark the 

regions are responsible for wellbeing. Additional private health insurance is available 

and may help to receive faster treatment whereas waiting times are typical in public 

healthcare. Outpatient care is available either in so called Medic centers or from GP’s. 

Estland: Estonians have obligatory health insurance (just one exists), paid by the 

employer and the state. Patients have to pay about 20% from their own pocket, e.g. drugs 

and dental care. A small private healthcare sector exists. GPs or medical centers receive 

a per capita fee for each patient who is registered with his GP. Hospitals are in 

competition, billing for inpatients is DRG based. The largest city Talinn has three mayor 

hospitals, the University hospital is located in Tartu. 

Switzerland: The country consists of 26 Cantons and healthcare is to a large degree 

a task on cantonal level, resulting e.g. in cantonal hospitals. A basic healthcare insurance 

is mandatory for everyone, requiring some degree of self-payment per year. Additional 

insurance may be bought.  Some 278 hospitals of various size, including 5 University 

hospitals exist. GP’s and specialists work in their commercially run private practice. A 

good ambulatory nursing system named Spitex exists. 

3.2. IT systems and digitization 

Table 2 gives an overview about the IT systems used in the hospitals, the healthcare 

region respectively outpatient’s area and the existence of a national electronic health 

record. 

Table 2. IT system landscape in the respective countries 

Country Hospital IT Regional IT Electronic 

Health Record 

United States EPIC, Cerner Linkage None 
Denmark Columna, EPIC Cura Sundhed.dk 
Finland Omni, best of breed Different systems Kanta  
Estland eHealth. Via EHR NHIEP&PACS 
Switzerland Different systems Different systems EPD 

    

 

United States: The hospitals work with 2-3 major IT systems, namely EPIC, Cerner 

and Meditech. Often Practitioners work part in hospital part in private practice and do 

hospital clinics. Then, they use seamlessly the same system to document their outpatient 
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treatment. Hospitals have been merged and thus are often organized in regions or 

trusts/chains of several hospitals using the same IT system. A linkage called Care Quality 

(EPIC) or Health Information Exchange (Cerner) exists which permits direct data access 

between hospitals using the same system. Some exchange between Cerner and EPIC 

hospitals is possible as well. There is no national electronic health record. 

Denmark: A national patient identifier has been established. Hospitals in the regions 

Midtjylland, Syddanmark and Nordjylland use Columna, a system from a Danish 

company named Systematic for inpatient and outpatient documentation. Columna shares 

a database with Cura, the it system used in the region for outpatients. Hospitals in 

Copenhagen and the surrounding regions Sjaelland and Hovedstaden use the EPIC 

system. GPs can access the data from Columna based on the Medcom standards for 

regional communication. Patients have access to a personal electronic patient journal at 

sundhed.dk with data on lab results, caregivers and data imported from Columna. 

Finland: In the observed hospital a best of breed mix of different IT systems was 

used. A system called Omni (previously Uranus) acts as backbone, containing a live long 

record of patient data in text form. It is used in most Finnish University hospitals. 

Helsinki however has an installation of the EPIC system. In all Finland, some 19 different 

hospital information systems are in use. For regional care data is written to the 

nationwide Kanta EHR, which, however, according to interview data is rarely consulted 

by healthcare professionals. A system called SAFIR is used for the emergency 

department and includes data transfer between ambulance cars and the hospital. 

Communication between Medic centers and GP’s is not fully digitized, paper printed 

data is still in use. 

Estland: All Estonians have an electronic ID and can use it for various tasks such as 

applying for a driving license. The same ID is used for the national health record. The 

observed hospital uses a hospital information system (HIS) called eHealth from an 

Estonian company Nortal, the same system is used in the university hospital in Tartu and 

a third smaller hospital.  A national EHR called NHIEP (nationwide health information 

exchange platform) exists since 2008 and has Loinc and ICD10 coded patient data in 

different documents. A new search interface groups this data into disease specific 

episodes and simplifies the search. The system is used by the healthcare professionals. 

In addition, a nationwide PACS based on DICOM containing all images of all Estonians 

exists since 2005. 

Switzerland: Hospitals use one of six commercial IT systems. Larger vendors are 

CISTEC (system KISIM), Nexus, CGM, Meierhofer, or Ines for smaller hospitals. Lately 

EPIC has been introduced in two Swiss hospitals. The ambulatory Spitex nursing 

services use own IT systems. GPs are free to select whichever practice information 

system they want. HIN email is the typical digital communication between inpatient and 

outpatient areas. A national EHR called EPD exists, but as of now it is used by few 

patients only. Hospitals must be able to deliver data to the EPD. 

3.3. Outcome parameters and subjective assessment of linkage  

Let’s look at some of the output parameters. Table 3 gives an overview about 

average life expectancy, preventable mortality - defined as death that can be mainly 

avoided through public health and primary prevention interventions - per 100’000 

population and the author’s subjective assessment of linkage between in- and outpatient 

treatment. 
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Table 3. Outcome parameters of healthcare and observed subjective quality of  

seamless care. Sources [7,8,9,13,14,15,16], Life expectancy for 2020, preventable 

mortality (deaths per 100’000 population which could be avoided) for 2018. Linkage 

inpatient/outpatient as subjective assessment of author 
Country Years Life 

Expectancy 

Preventable 

mortality/100000 

Linkage in-

outpatient 

 

United States 77.3  277 Improvable  
Denmark 81.6  152 Excellent  
Finland 82.2  159 Improvable  
Estland 78.6  253 Good  
Switzerland 83.1  109 Improvable  

     

4. Discussion 

Methods and approach underlying this work are a bit unusual. Information is derived 

from observations and interviews and thus prone to be subjective. The selection of the 

visited sites was arbitrary and dependent on positive responses for a two week stay. 

University hospitals are overweighed. Data from interviews could be incorrect due to 

misunderstandings and language problems. Some of the statistical data is influenced 

from the COVID 19 pandemic. The observations were finished in 2023/2024 taking data 

then available and may not fully reflect todays situation. The observed commonalities 

reflect correlations, not causalities and may be coincidentally. The parameter “linkage 

between in- and outpatient care” is a subjective assessment of the author based on the 

observations and interviews. 

Nevertheless, taking Denmark as an example we can note some pro’s for a 

seemingly very good linkage between in- and outpatient care. The following incentives 

can be observed: a nationwide patient identifier, a tax paid healthcare system, just two 

different IT systems at the hospital level, and, at least in all three Jylland healthcare 

regions, a common database (inpatient and outpatient) for healthcare professionals to 

access the patient data. This concept should be distinguished from national EHR such as 

Kanta or the Swiss EPD. 

In comparison, Finland and Switzerland were both felt to be countries with potential 

for improvement of the linkage between in- and outpatient care. Here we see some 

variations. Switzerland has an insurance based healthcare system whereas Finland has a 

package of municipal health care services for its residents. Growing waiting times have 

led to considerable additional private spending on health. In both countries we see a 

variety of different IT systems in hospitals and, certainly in Switzerland also in private 

practice. Both countries have established an EHR for their patients (Kanta in Finland, 

EPD in Switzerland). Today the Swiss EPD is not mandatory for patients and in Finland 

we learned from personal reports that healthcare professionals rely rarely on Kanta 

healthcare data, e.g. because it is considered incomplete. Considering this, we can 

assume that the following incentives might be in favor for seamless in- and outpatient 

care: 

 A national patient identifier 

 A reduction in the number of hospital information systems 

 A common database for healthcare professionals in inpatient and outpatient care 

which cannot be altered by the patient 
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Lesser or no effects may be attributed to  

 The existence of an Electronic Health Record (EHR) in the hands of the patient 

 The existence of a tax paid healthcare system 

 Per capita expenditure for healthcare (high in Switzerland, lower in Finland and 

Denmark) 

Obstacles for seamless care seem to be  

 Multiple hospital information systems 

 Multiple outpatient and GP IT systems 

We would like to emphasize that there seems to be no correlation between the seamless 

healthcare (parameter “linkage between in- and outpatient care”) and life expectancy or 

preventable mortality. Life expectancy is high in Finland, Denmark and Switzerland 

likewise and preventable mortality is lowest in Switzerland. 
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Abstract. Inter-institutional and inter-professional communication is based on the 
prompt and complete transmission of relevant health data, whereas conventional 
paper-based data transmission is often delayed and incomplete. One main objective 
of the CAEHR project is to optimize inter-sectoral information provision and to 
establish structured health data transfer from hospitals to rehabilitation facilities for 
TAVI patients. After a thorough requirement analysis conducted through structured 
interviews with medical experts from different fields, web portal instances were 
deployed at two university medical centres, providing data access to rehabilitation 
facilities involved in the patient care. Data transfer of medical and nursing data is 
extracted from the primary hospital information system and transformed to FHIR 
and openEHR format, respectively, via data mapping. After informed consent has 
been obtained, data is sent to the web portal. This portal is implemented on a 
Kubernetes system and hosted at university medical centres, allowing restricted 
external access. Questionnaires and assessment outcomes are sent back as follow-
ups from rehabilitation facilities. The ongoing clinical study has included 142 
patients so far. Despite different system architectures at the university medical 
centres, a unified concept with comparable data flows could be widely applied. 
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1. Introduction 

Narrowing of the aortic valve (aortic valve stenosis) has become the most common heart 
valve disease in the general population [1]. Transcatheter aortic valve implantation 
(TAVI), increasing steadily in recent years, provides the standard treatment for patients 
considered too high-risk for valve surgery [2]. Co-morbidities, frailty, and individual 
functional limitations require an early and more individualized rehabilitation concept to 
improve functional capacity and quality of life and even to reduce long-term mortality 
[3]. Here, inter-institutional and inter-professional communication is critical based on 
the prompt and complete transmission of relevant documentation for actual health status 
evaluation. In contrast, conventional paper-based data transmission by regular mail is 
often delayed and hardly covers all pertinent health information. The main objective of 
the use case rehabilitation within the project “CAEHR: Cardiovascular diseases – 
Enhancing Healthcare through cross-sectoral Routine data integration” as part of the 
German Medical Informatics Initiative (MII) [4] is to optimize inter-sectoral information 
provision and to establish intelligent, data-driven services along the patient journey from 
hospital to the rehabilitation centre. 

2. Methods 

At first, structured interviews with medical experts from Hannover Medical School 
(MHH), University Medical Center Göttingen (UMG), vitasystems GmbH, and the four 
participating rehabilitation facilities were conducted for thorough requirement analysis 
regarding specific essential health data and portal interface design. Due to different 
system architecture and data protection issues, two separate portal instances have been 
deployed at the two university medical centres. The rehabilitation facilities involved in 
the patients’ treatments receive access to the respective web portal during the treatment 
period, with the EHRs remaining at MHH and UMG. Subsequent user training and 
support ensure skilful handling and comprehensive usage of the new tool. 

Within the associated clinical study, patients were included for whom rehabilitation 
was planned in one of the four participating rehabilitation facilities following a TAVI. 
Concerning the subsequent evaluation, the study was conducted in three phases: the pre-
phase before implementation of the web portal, the implementation phase, and the post-
phase after implementation. Follow-ups, in terms of questionnaires regarding patient 
satisfaction, quality of life, mental health, and health economics have been conducted by 
the patients themselves. Questionnaires regarding NYHA-classification, 24h Holter 
ECG and unexpected outcomes as well as assessments outcomes (e.g., six-minute walk 
test, Barthel index) have been provided by the medical experts at the rehabilitation 
facilities. 
 
 

Table 1. Overall patient recruitment (ongoing post-phase) 

 MHH UMG 

pre-phase 51 44 
implementation phase 19 01 
post-phase 07 20 
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2.1. Hannover Medical School 

At MHH, a standardized structured data architecture was defined in openEHR templates 
(and standardized archetypes as described in [5]). For data transfer, as shown in Figure 
1, required medical and nursing data is extracted (1) from the primary hospital 
information system (SAP i.s.h.med), transformed from HL7v2 to openEHR format via 
data mapping within the communication server (Intersystems Ensemble), and loaded into 
an internal openEHR (Better Think!EHR) data repository (2). To ensure data protection 
and information security, all data is withheld until informed consent has been obtained 
and a treatment contract has been signed. Afterwards, data is sent to a secondary internal 
openEHR (ehrbase) data repository (3) appendant to the web portal system from 
vitasystems. The latter system is implemented on a single-node Kubernetes system 
(MicroK8s) and is still hosted at MHH, allowing restricted external access. Beyond that, 
questionnaires and assessment outcomes are sent back as follow-ups from rehabilitation 
facilities by mail to MHH (4). CAEHR admins can access all data sources (A), whereas 
internal medical experts at MHH can access the patients’ data using the web portal (B). 
Restricted external access is only accepted via Keycloak and within firewall 
authorizations (white-lists) on both sides (C). 

 
Figure 1. Data transfer and access at MHH 

 

2.2. University Medical Center Göttingen 

The technical structure, data flow, and processes are comparable at UMG, as shown in 
Figure 2. However, the data used is transformed into HL7 FHIR instead of openEHR, 
and therefore, other data repositories are used for internal data provision and data transfer 
to the connected web portal. The harmonized core data set modules (MII-CDS) [6] 
developed in the Medical Informatics Initiative describe the data for data transfer. The 
medical report is also transferred as FHIR document reference. Furthermore, a data 
return flow has been established for the data generated in the rehabilitation process, such 
as questionnaires and other assessment information. This data is collected in a study 
management system database (based on secuTrial; https://www.secutrial.com/) provided 
for this purpose. The technical basis at UMG is a multi-node Kubernetes cluster with 
next-generation Rancher Kubernetes Engine (RKE2), which is managed by Rancher. 
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Figure 2. Data transfer and access at UMG 

3. Results 

To achieve the objective of the CAEHR project a web portal was implemented at MHH 

and UMG. An interoperable structured digital data transfer of medical and nursing data 

between university medical centres and rehabilitation facilities using medical standards 

HL7 FHIR and openEHR has been implemented for specific processes. Health data 

access for medical experts at rehabilitation facilities is provided securely via the web 

portal. 

 

Figure 3. Web Portal GUI - personal data 

 

The portal provides personal data (Figure 3) including the transferring clinical ward 

and the patient’s emergency contact, diagnoses and relocation report (Figure 4) to 

provide relevant information at a glance. It also provides information about the patient’s 

general condition (Figure 5) to give a deeper insight into the patient’s health status. In 

addition, the clinic’s medical report is also available as a PDF document for download. 
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Figure 4. Web portal GUI - diagnoses 

 
In contrast to the pre-phase, using the web portal additional structured data besides 

the medical record (traditionally provided on paper) can be accessed prior to a patient’s 
stay at the rehabilitation centre in the post-phase. 

 
Figure 5. Web portal GUI - additional information 

 
The clinical study included 142 patients at MHH and UMG (see Table 1). As part 

of the ongoing post-phase, patient data of 27 patients have been made available via the 
web portal to the rehabilitation facilities. 
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4. Discussion 

Though direct data integration into the rehabilitation facilities’ systems would be 
desirable, lack of interfaces on their side led to a web portal solution. The technical 
implementation had to be adapted based on different system architectures at MHH and 
UMG, leading to non-uniform solutions. At UMG, the data could sometimes not be 
transferred to the web portal on time. This was specifically the case when, due to process-
related factors, the data was not fully available at MeDIC. At MHH, FHIR had also to 
be used as an exchange format in some cases because data from particular openEHR 
templates could not be displayed in the web portal as expected. 

Several factors, such as the choice of other rehabilitation forms, rehabilitation 
facilities, no rehabilitation at all, or shortened lengths of stay in the acute clinic, limited 
patient recruitment. 

5. Conclusion 

Although the processes and hospital information systems at the two participating 
university medical centres differ, a unified concept with comparable data flows could be 
widely applied. Sustainable data transfer infrastructures using open interoperability 
standards have been implemented. The evaluation phase is planned to start in June 2025, 
when all follow-ups have arrived. 
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Abstract. Introduction: Rapid advances in Artificial Intelligence (AI), especially 
with large language models, present both opportunities and challenges in healthcare. 
This article analyzes real-world AI-related harms in healthcare. Methods: We 
selected four recent AI-related incidents from the AIAAIC Repository. Results: The 
incidents discussed include: Whisper’s harmful hallucinations; UNOS’s algorithm 
delaying transplants for black patients; the WHO’s S.A.R.A.H. chatbot providing 
inaccurate health information; and Character AI’s chatbot promoting disordered 
eating among teens. Discussion and conclusion: These incidents highlight diverse 
risks, from misinformation to safety concerns, involving both industry and 
institutional providers. The article emphasizes the need for systematic reporting of 
AI-related harms, concerns about security, privacy, and ethics, and calls for a 
centralized health-specific database to enhance patient safety and understanding. 

Keywords. Artificial intelligence, Digital technology, Digital health interventions, 
Adverse events, Patient safety 

1. Introduction 

Rapid advances in artificial intelligence (AI), particularly with large language models 

(LLMs) and generative AI, have created both new opportunities and challenges in 

healthcare. These technologies have demonstrated remarkable capabilities in 

understanding and generating human language, and have proven highly effective in 

natural language processing (NLP) tasks like translation [1], summarization [2], 

classification [3], named entity recognition, and medical question answering [4]. Despite 

these recent advances, AI has been used in medical informatics for over half a century 

and has been extensively used for decades in different areas such as the development of 
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clinical decision support systems [5,6]. Along its way, the development of such solutions 

has not been exempted from challenges and concerns about the development of such 

approaches. A paradigmatic recent example of these risks were the racial biases in 

measurements coming from pulse-oximeters and other medical devices [7,8]. While AI 

integration can increase efficiency and optimization of healthcare processes, concerns 

remain regarding accuracy, regulatory compliance, privacy and security, human factors, 

and ethical considerations [9].  

This research article aims to document and analyze examples of real-world cases of 

incidents and harms in healthcare linked to the use of AI, emphasizing the critical 

importance of recording these events in the scientific literature to better understand their 

scope and implications, and to guide the development of strategies for mitigating risks 

and promoting the safe adoption of AI in clinical settings. 

2. Methods 

We randomly selected four recent AI-related incidents from the AIAAIC Repository: 

two affecting healthcare professionals and two impacting general population and 

children. AIAAIC is one of the independent initiatives that focuses on advocating for 

transparency and openness in AI algorithms. This initiative maintains a repository where 

harms of AI and algorithmic systems across all sectors are recorded [10]. As of early 

2025, it has recorded 1,904 incidents since 2008, with over 100 linked to healthcare. 

Table 1 summarizes the covered diverse technologies, risks, tasks, and users involved in 

the four selected cases.  

 

Table 1. Overview of the described cases 

Aspects Case 1 Case 2 Case 3 Case 4 

Technology Speech-to-Text 
Technology 

Algorithm for 
prioritization 

Chatbot Chatbot 

Risk / Safety 
concern 

Hallucinations, Risk 
for patient safety, 
Risk for data integrity 
in health records 

Delayed transplants, 
patient safety 

Outdated 
information, 
inaccurate 
information 

"Coach" 
anorexia-like 
behaviors 

Task Clinical 
documentation 

Decision-making General health 
advice 

Chat 

User Health professionals Health professionals General population Teenagers 

3. Results 

3.1. Case 1: AI transcriptions as a risk for patient safety and data integrity [11,12] 

Whisper, an automatic speech recognition system trained on 680,000 hours of 

multilingual data, has been found to generate false text, sometimes producing entire 

sentences that were not present in the original audio [13]. These "hallucinations" can 

involve harmful content, such as racist comments, violent rhetoric, and fabricated 

medical treatments, like a non-existent drug called "hyperactivated antibiotics." A study 

involving 13,140 audio segments found that 1.4% contained hallucinations, with nearly 

40% being harmful or concerning [14]. While no direct patient harm has been reported, 

inaccurate clinical transcripts pose risks to patient safety. Although Whisper transcribed 
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spoken content correctly, it added false information, including violence, inaccurate 

associations, and false authority [14]. Despite OpenAI’s warnings against using Whisper 

in high-risk areas, it is being adopted in healthcare, raising concerns about patient safety, 

medical record integrity, and confidentiality. 

3.2. Case 2: Algorithm delays transplants for black patients and youth [15,16] 

Several incidents highlight biases in algorithms used to prioritize organ transplant 

patients. In April 2023, the UNOS’s UNet algorithm in the U.S. was found to unfairly 

delay kidney transplants for Black patients by overestimating their kidney function, 

leading to longer wait times [15]. Similarly, the Transplant Benefit Score algorithm in 

the UK, introduced in 2018, assigned lower scores to younger patients, reducing their 

chances of receiving a liver transplant [16]. These incidents highlight the importance of 

analyzing biases in AI algorithms used in healthcare. Healthcare professionals must be 

aware of these biases to prevent discriminatory outcomes. In one case, this bias resulted 

in a patient waiting over five years for a kidney transplant. 

3.3. Case 3. WHO chatbot provides inaccurate health information [17] 

In April 2024 the World Health Organization (WHO) released S.A.R.A.H. [18], a digital 

health promoter based on ChatGPT3.5, designed to provide guidance on topics such as 

mental health, healthy eating or quitting smoking amidst a growing shortage of 

healthcare workers. However, a media report shortly after the official release of the tool 

that the system failed to provide updated and accurate information. The WHO 

acknowledged these limitations, noting that S.A.R.A.H. is still a work in progress and 

often directs users to its website or healthcare providers. The incident highlights concerns 

about the accuracy and timeliness of AI in healthcare. S.A.R.A.H. includes a disclaimer 

that its responses do not reflect WHO's views and are not guaranteed to be accurate. 

Similar issues previously led to the shutdown of an eating disorder support chatbot [19]. 

As of this writing, no further studies or updates on S.A.R.A.H. have been found, and it 

remains unclear whether its performance has improved. 

3.4. Case 4: Character AI encourages kids to engage in disordered eating [20]  

Character AI, a platform hosting chatbot personas [21], faced media exposure after some 

of its chatbots, like "4n4 Coach" (a twist on "ana", the online nickname for anorexia), 

promoted disordered eating behaviors among teens. These bots encouraged  dangerously 

low-calorie diets (e.g., 900–1,200 calories daily), meal skipping, and excessive exercise, 

engaging nearly 14,000 users [20] and highlighting lapses in content moderation, age 

restrictions, and ethical oversight. While no direct harm has been proven, exposure to 

pro-anorexia content can negatively impact adolescents' body image and eating 

behaviors [22,23]. It is worth mentioning that at the time of writing this article, the "4n4 

Coach" no longer appears in search results. However other pro-anorexia bots remain 

active, some with over 1,000 users. This incident highlights the risks of unregulated AI, 

especially for vulnerable youth, raising concerns about eating disorders and mental 

health. As of early 2025, to our knowledge, there are no publications indexed in a leading 

health literature database (e.g., PubMed) referencing this case.  
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4. Discussion 

The described AI technologies target different audiences, from the general public (WHO 

chatbot), teens (Character AI), to healthcare professionals (transplant algorithms, speech-

to-text tools). The risks also vary, with one case directly affecting patient safety and 

others posing potential harm. These cases involve both industry and institutional 

providers, but only one had scientific literature support [14]. 

The growing use of AI in health drives both research and industry. Research 

prioritizes clinical effectiveness and best practices [24], while industry operates in both 

regulated and unregulated spaces, where risks may go unreported. Furthermore, no 

centralized database exists for AI-related healthcare incidents, and existing repositories, 

such as AIAAIC [10], AI Incident Database [25] and the OECD AI Incident Monitor 

[26] rely on voluntary reporting. In the USA, AI-related medical device issues may be 

found in the FDA’s MAUDE database [27]. However, the absence of a dedicated health-

specific database limits risk understanding, affecting patient safety and public trust. 

Experts highlight concerns regarding misinformation, security, privacy, ethics, and 

liability [9,28-31]. The presented real-world cases align with these concerns: Whisper’s 

hallucinations (case 1) involve misinformation, biased transplant algorithms (case 2) 

reinforce discrimination, and cases 3 and 4 demonstrate AI-related safety risks. Despite 

warnings from AI developers, healthcare institutions continue adopting AI to address 

staff shortages and streamline processes, often overlooking risks. Without regulations, 

this trend is likely to worsen. To mitigate harm, WHO has issued AI ethics and 

governance guidance [32], emphasizing participatory design, risk prediction, and 

regulatory enforcement. Scientific documentation of real-world AI incidents is crucial 

for transparency and responsible AI integration [33]. 

This study has several limitations. The cases were randomly selected rather than 

using a systematic methodology, limiting the generalizability and representativeness of 

the findings. While our goal was to highlight AI-related harms in healthcare and 

encourage systematic reporting, this approach may not capture the full scope or 

frequency of such incidents. Additionally, reliance on anecdotal examples prevents 

quantifying the prevalence or severity of these harms, emphasizing the need for future 

research with more rigorous methods. Future research could systematically analyze 

documented incidents of harmful AI applications in healthcare available in repositories. 

5. Conclusion 

The real-world cases presented in this paper highlight the significant risks and ethical 

challenges associated with the use of AI in healthcare, including transcription 

hallucinations, biased transplant algorithms, inaccurate health information, and the 

promotion of disordered eating. These incidents, often underreported in scientific 

literature, underscore the urgent need for monitoring and systematic reporting of AI-

related harms, while emphasizing the importance of transferring knowledge from non-

scientific media to the scientific community to address these challenges effectively. 
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Abstract. Background and objective: ADHD affects 5–8% of children worldwide. 
Social media shows potential for ADHD interventions. This scoping review aims to 
assess the available literature on social media interventions for ADHD and their 
reported outcomes. Methods: A scoping review was conducted across four databases 
(ERIC, PubMed, Education Source, PsycINFO) using ADHD and social media 
keywords. Grey literature was searched via Google Scholar, conferences, and 
ADHD organizations. Data extracted covered study design, intervention, 
participants, platforms, outcomes, and quality (QualSyst, MMAT). Results: Eight 
studies were included, seven with strong methodological quality. The studies 
involved 386 participants (ages 4–18), some with parents/caregivers. Designs varied 
(feasibility studies, RCTs, mixed methods). Most interventions targeted physical 
activity or caregiver support, showing feasibility and mixed effects on health 
behaviors and social skills. One study reported mild adverse effects. Conclusion: 
While studies are limited, social media shows potential as an ADHD intervention, 
highlighting benefits, risks, and the need for informed choices. 

Keywords. ADHD; Social media; Digital interventions 

1. Introduction 

Attention-Deficit/Hyperactivity Disorder (ADHD), affecting 5–8% of children globally, 

impacts academic, occupational, and social functioning [1]. Despite treatments like 

behaviour modification and medication, barriers such as stigma and cost hinder access 

[2]. Social media offers promise for mental health interventions, including for ADHD, 

due to similarities with other neurodevelopmental disorders [3]. As smartphone and 

social media use rises—93% of Norwegian children aged 9–11 own a smartphone [4]—

digital interventions offer accessible, less stigmatizing treatment [5]. Studies show 

effectiveness in promoting health behaviours like physical activity and healthy diets [6]. 

However, concerns persist about the link between digital media use and ADHD, with 

longitudinal data suggesting a bidirectional relationship [7]. Additionally, ethical 

concerns around data privacy and risks of problematic use, poor sleep quality, and 

cyberbullying are relevant [8]. There is limited information on existing research 

regarding the use of social media interventions for individuals with ADHD. This scoping 

review aims to assess the available literature and the outcomes of the use of social media 

as an intervention for ADHD. 
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2. Methods 

A PRISMA-ScR [9] scoping review was conducted on November 7, 2023 across four 

databases (ERIC, PubMed, Education Source, PsycINFO) using ADHD and several 

social media keywords. Grey literature was searched via Google Scholar (first 100 

entries), conference proceedings, and ADHD organization websites. Reference lists of 

relevant publications were also checked. Articles were managed in EndNote, with 

duplicates removed. Screening was conducted by one reviewer (AB), with uncertainties 

discussed with a second reviewer (EG). Studies were included if they involved 

individuals with ADHD or their caregivers, described social media-based interventions, 

and reported intervention results. Further details on inclusion/exclusion criteria, search 

terms used in the database search, and grey literature search are available on Zenodo 

(DOI: 10.5281/zenodo.15012066). Extracted data were: study design (randomized, non-

randomized or mixed-methods studies), intervention duration (as reported in the articles), 

focus of intervention (aims, goals, targets of the intervention), participants (number of 

participants, sex and age), social media (name of the channel that was used), reported 

outcomes, and quality of evidence, measured with QualSyst [10] and MMAT [11]. 

3. Results 

The database search identified 257 articles, with 51 duplicates removed. After screening 

206 abstracts and reviewing 11 full texts, 4 articles were included. The grey literature 

search added 4 more, totaling 8 studies (Figure 1, Table 1). Seven had strong 

methodological quality. Across all studies, 386 participants (ages 4–18) were included, 

with four studies also involving parents/caregivers [12-15]. Study designs included five 

feasibility and acceptability studies [12-14,16,17], one RCT  [18], and two as mixed 

methods [15,19]. Intervention durations ranged from 3 days [19] to 20 weeks [18], with 

most lasting 8 weeks [12-14,16].  

Three studies targeted physical activity via social media and mobile health 

(Facebook, Zoom) with caregiver support [13,14,17]. One used LINE for parent training 

[15], while another adapted RELAX intervention with Zoom for caregiver support [12]. 

Three studies explored online games and apps to improve prosocial behaviour, time 

management, motivation, and social behaviour in children with ADHD [16,18,19].  

Regarding reported outcomes, four studies assessed the feasibility and acceptability 

of social media interventions for ADHD, all concluding that such interventions are 

feasible and acceptable [12,14,15,17]. These studies, rated for strong to good 

methodological quality, explored social media for supporting both individuals with 

ADHD and their caregivers. Two publications [16,18] evaluated an intervention that 

improved time management and social skills by using elements from Bandura´s 

Cognitive Theory, and another one found positive effects on game performance and 

socialization [19]. Three studies focused on health behaviour changes, such as increasing 

physical activity, with mixed results: one found increases in steps and reductions in 

ADHD symptoms [17], while another one reported a decrease in children's step counts 

[14], and a third one found minimal changes in activity levels across in-person and 

telegroups [13]. Additionally, studies using Zoom for group-based programs reported 

higher attendance rates [12,13]. Only one study [18] reported mild to moderate adverse 

effects, including finger pain, irritability, and headaches. 
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Figure 1. PRISMA-ScR flowchart 
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Table 1. Summary of the studies included in this scoping review (n=8) 

Reference Study design 

/duration 

Focus of intervention (primary 

outcomes measured) 

Study participants Type of social 

media used 

Findings  Quality of 

evidence  

Bul et al.  

2016 [18] 

RCT 

20 weeks 

Determine the effects of Plan-It 

Commander on daily life skills of 

children with ADHD 

n=170 children aged 8-12 

diagnosed with ADHD 

Plan it commander 

social media chat 

called “Space Club” 

Intervention showed significant 

improvement in daily life functioning 

across domains of time management, social 

skills and working memory 

Strong* 

Schoenfelder 

et. al. 2017 

[17] 

 

Non-randomized 

Pilot study 

4 weeks 

Evaluate feasibility and 

acceptability of intervention 

mHealth and activity tracker 

n=11 adolescents aged 14-18 

diagnosed with ADHD 

Fitbit flex and 

Facebook group 

 

Intervention showed that it is feasible with 

relativity high acceptability and 

significantly increased daily steps 

Strong* 

Breaux et al. 

2023 [12] 

Pilot study 

90 min group 

sessions 

Evaluation of Feasibility 

acceptability and efficacy of Relax 

intervention for families and 

adolescents diagnosed with 

ADHD  in person vs online 

n=32 families with 

adolescents 11-16 years 

diagnosed with ADHD 

(n=18 in person, n= 14 

zoom, tele-health) 

Zoom and Zoom 

breakout rooms 

Strong preliminary evidence for the 

feasibility, acceptability, and efficacy of the 

RELAX intervention for families of 

adolescence diagnosed with ADHD both 

in-person or via telehealth 

Strong* 

Sinnari et al. 

2019 [19] 

Mixed methods 

3 days 

 

Develop and test chit-chat usability 

and satisfaction and its 

effectiveness on behavior 

n=7 children diagnosed with 

ADHD aged 6-8 years old 

Chit-Chat Chit-Chat is an effective chatting tool for 

children with ADHD. Significant 

improvement in performance in 

ACTIVATE posttest 

Strong** 

Yam-Ubon  

et al. 2023 

[15] 

Mixed methods 

7 weeks 

Develop and test feasibility of 

social media-based parenting 

program for children with ADHD 

n=32 parents and caregivers 

of children 4-10 diagnosed 

with ADHD 

LINE app Qualitative feedback indicated  the program 

was feasible, accessible and well received 

by participants. High completion rate 

Strong** 

Gonzalez et al. 

2023 [13] 

Non-randomized 

trial 

8 weeks 

Evaluate LEAP a BMT program 

with focus on health behaviors in 

telegroup vs in person delivery 

Children aged 5-10 with 

ADHD and their caregiver  

n=61 total (n=37 in person 

n=24 Telegroup) 

Garmin Vivofit 4 

and Garmin Vivofit 

Jr., Facebook group 

And Zoom 

Leap is feasible, with high participation and 

acceptability. No significant difference was 

found between in-person and telegroup for 

pre- and post-outcome changes, though 

telegroup showed higher attendance 

Strong* 

Bul et al.  

2015 [16] 

Pilot study 

8 weeks 

Development and user satisfaction 

of Plan-it Commander for children 

with ADHD 

n=42 children aged 8-12 

years diagnosed with ADHD 

Plan- it Commander 

game with chat 

function between 

players 

Usability and satisfaction  findings 

indicated positive acceptance of the game 

and a RTC is deemed necessary 

Strong* 

Ola et al.  

2021 [14] 

Non-randomized 

pilot trial 

8 weeks 

Evaluate feasibility and 

acceptability of LEAP to promote 

physical activity 

n=31 parents and their 

children aged 5-10 years 

diagnosed with ADHD 

Garmin and 

Facebook group 

Leap intervention was shown to be 

adherence and acceptability were high to 

promote healthy lifestyle changes 

Good* 

* Quantitative studies measured with the QualSyst [10]; ** Mixed-methods studies measured with MMAT 2018 [11]

A
.B

ergsland
and

E
.G

abarron
/SocialM

edia
Interventions

for
Individuals

w
ith

A
D

H
D

64



4. Discussion 

This scoping review confirms the feasibility and acceptability of social media 

interventions for ADHD, highlighting the need for further research. The eight included 

interventions aimed to improve outcomes for children and adolescents with ADHD but 

varied in duration, participants, and social media platforms used. Some focused on daily 

life skills and physical activity [14,16-18], while others targeted specific behaviors. 

Delivery methods ranged from telehealth sessions [12,13] to mobile apps and social 

media for parental support [13-15]. Despite these differences, all interventions were 

found to be feasible, with varying degrees of acceptability and effectiveness. 

Social media interventions show promise in promoting physical activity in children 

with ADHD, though results are mixed. One study found a significant increase in step 

counts [17], while others showed no significant changes, potentially due to factors like 

time of year or COVID-related restrictions. ADHD children tend to be less active than 

the general population [20]. Future studies with control groups may provide more insight. 

Studies in children with autism also found social media feasible for increasing physical 

activity [3,21]. However, privacy concerns arise [4], especially with fitness trackers and 

social media, as children’s health data and locations can be tracked or misused. Social 

media also facilitates parental support, with platforms like Zoom and Facebook offering 

higher attendance than in-person sessions [15], and removing geographical barriers [2]. 

However, the cost/benefit should be considered, with risks including exposure to harmful 

content [7] and privacy concerns. Social media use for ADHD interventions is 

complicated by age restrictions, and future studies should focus on safer platforms and 

larger, randomized trials. 

This review has limitations, including potential publication bias, as only selected 

sources were searched. Grey literature was considered, but time constraints limited its 

scope. A single reviewer conducted the search, though advisor consultation helped 

reduce bias. With only eight studies, some with small samples, quality concerns arise. 

However, QualSyst and MMAT assessments showed strong methodological quality in 

seven studies [12,13,15-19]. The single RCT was not directly comparable due to 

differing objectives, methods, and outcomes. 

5. Conclusion 

While studies are limited and results cannot be generalized, social media shows potential 

as an ADHD intervention. The review provides a current overview of possible social 

media-based interventions that could support students with ADHD, while also 

highlighting associated risks. Caregivers, educators, and healthcare professionals must 

help individuals make informed choices. 
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Abstract. Mental health challenges among university students are increasing, but 
stigma and limited access to professional support hinder help seeking. This study 
explored opportunities, requirements, and risks associated with developing a 
chatbot-based mental health application tailored to Swiss university students. Data 
were collected through semi-structured interviews with student counselors, 
administrators, and representatives, as well as a requirements engineering workshop 
involving key stakeholders. The results showed that a chatbot could reduce stigma, 
improve accessibility and support vulnerable groups, provided it included easy 
access, evidence-based content and emergency responses. However, concerns 
regarding data security, harmful advice, and over-reliance on the chatbot must be 
acknowledged. These findings highlight the need for ethical safeguards, robust 
design, and a complementary role for the chatbot within existing support systems to 
address student mental health effectively. 

Keywords. Mental health, higher education, chatbot, mobile application, 
requirement engineering, user-centered design 

1. Introduction 

According to the World Health Organization (WHO), "Mental health is a state of mental 

well-being that enables people to cope with the stresses of life, realize their abilities, 

learn well and work well, and contribute to their community" [1]. Mental health has been 

increasingly challenged in recent years, particularly during and after the COVID-19 

pandemic [2]. The pandemic brought about profound disruptions in social life, education, 

and work environments, triggering a 25% increase in prevalence of anxiety and 

depression worldwide [3], with young adults particularly affected. Students are 

especially vulnerable due to the unique stressors they face such as academic performance 
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pressures, limited financial resources, and the growing necessity of part-time work to 

sustain their studies [4].  

Several initiatives have been introduced in Switzerland to address the limited help 

seeking behavior specifically for students, including counseling services offered at study 

program, institutional, or regional levels, as well as launching awareness campaigns and 

provision of information flyers. However, a national survey conducted among students 

revealed that only half of those experiencing mental health challenges accessed existing 

services [5]. One key barrier identified is the pervasive stigma surrounding mental health 

issues, which deters students from seeking help [6]. 

Advancements in technology, particularly in the fields of large language models 

(LLMs) and conversational artificial intelligence (AI), present an opportunity to help 

address this issue. These technologies can provide an accessible platform to connect 

students with the mental health support, while also helping to reduce stigma associated 

with help seeking. Globally, digital mental health solutions have already shown first 

promises in reducing barriers to access and offering support [7]. Building on these 

advancements, we aim to develop a chatbot-based, mobile health application specifically 

designed for Swiss university students and outline its requirements collection process. 

2. Methods 

The identification of requirements was based on interviews complemented by a 

structured requirements engineering workshop elaborated in the following. Ten semi-

structured qualitative interviews following a predefined, semi-structured protocol were 

conducted to gain insights into the perspectives of key stakeholders in the ecosystem of 

a Swiss University of Applied Sciences. These stakeholders comprised five student 

counselors, three representatives of student organizations, and two course directors. The 

interviews were conducted either remotely via Microsoft Teams or in-person. Online 

interviews were recorded and automatically transcribed. In-person interviews were 

recorded with a mobile phone and transcribed using the open-source software noScribe. 

Analysis of the interview transcripts was performed by a single author (LA), based 

on thematic analysis aiming to identify, analyze, and interpret patterns and themes within 

the data [8]. An inductive approach was adopted, allowing themes to emerge directly 

from the data without being constrained by preconceived theories or frameworks. The 

analysis involved six steps: (1) familiarization with the data through repeated reading of 

transcripts, (2) generating initial codes to systematically organize meaningful data 

segments, (3) searching for themes by grouping related codes, (4) reviewing themes to 

ensure coherence and alignment with the data set, (5) defining and naming themes to 

clearly articulate their essence, and (6) producing the final report. 

The 3-hour requirements engineering workshop was conducted with nine persons, 

comprising one course director, two senior researchers in the domain of eHealth and 

positive psychology, respectively, one expert (psychologist and psychotherapist), one 

student counselor, two students, and two student representatives. The workshop was 

designed to foster creativity and interactions among participants while reducing any 

primers that could influence the ideation process. Workshop activities included a free 

brainstorming session, the identification of potential risks and a world-café-based set-up 

to collect aspects regarding the three topics Access, Design, and Interaction. One author 

(DR) translated all outcomes into a standardized list of requirements phrased as user 

stories and a list of risks including their estimated impact severity and probability.  
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3. Results 

The ten interviews were conducted between 06/09/2024 and 17/10/2024 and lasted 

between 26 and 43 minutes.  We identified four main themes and fourteen sub themes 

from the interviews. An overview of all the themes can be found in Table 1.  

Table 1. Table of themes from the interviews. 

Main themes   Sub themes Example codes 

Perceived chances of a mental 

health chatbot within a 

university context 

 Reducing students’ reluctance to get help  

 Bridging between students’ needs and 

existing resources 

 Being able to open up when help is needed 

 Forwarding students to fitting services 

Perceived risks of a mental 

health chatbot within a 

university context 

 Recognizing critical cases  

 Anonymity and data security  

 Crowding out real social interactions 

 Chatbot should recognize when professional 

help is needed 

 Anonymity as a prerequisite to use the 

chatbot 

 Creating dependencies 

Most relevant topics and groups 

regarding mental health 

  

  

 Learning and exam preparation  

 Balancing studies with other life areas  

 Personal challenges  

 First year students  

 International students 

 

 Exams causing stress  

 Study-work balance  

 Identity challenges  

 First year as the biggest challenge  

 Home sickness 

Accessibility and promotion of 

the mental health chatbot 
 Thematic framing   

 Important communication partners  

 Places to advertise the chatbot  

 Events to advertise the chatbot 

 Positive understanding of mental health 

 Student organizations  

 Campus-App  

 Introductory-Day 

 

Based on the workshop results, 63 requirements were identified. In Table 2, we 

present six requirements deemed as high priority. The ten identified risks are shown in 

Table 3. We make the interview guideline, the final code system, and the complete lists 

of identified requirements and risks available online via OSF 

(https://doi.org/10.17605/OSF.IO/V4YGT).  

Table 2. Subset of identified requirements with high priority. 

Short title Description 

Forwarding to free services As a student, I want to be forwarded to services that are free of charge. 

Easy access As a student, I want to easily access the chatbot (whenever, wherever). 

Active approaching As a student, I want to be offered help actively by the chatbot. 

Collection of offers/events/help As a student, I want to access an overview of (relevant) local offers, events and help.  

Emergency situations As a provider, I want the chatbot to detect if there is an emergency (e.g., suicidal thoughts) and offer 

the user addresses on where to go. 

Evidence-based content As a provider, I want the chatbot to be knowledgeable while being evidence-based. 

4. Discussion 

This research identified requirements, opportunities and challenges in implementing a 

university student mental health chatbot. Expert interviews highlighted its potential to 

reduce reluctance to seek help and connect students with resources, but raised concerns 

about identifying critical cases, ensuring anonymity and avoiding reduced social 

interaction. Key topics like exam preparation, balancing studies with life, and supporting 

vulnerable groups, such as first-year and international students, emphasize the need for 

tailored, context-aware design. Workshop findings prioritized requirements like easy 

access, active engagement, emergency support, and evidence-based content, while 

highlighting risks like misleading advice, legal issues, data breaches, parasocial 

relationships, and competition. These identified aspects highlight the need for the 

development of a dedicated system instead of using publicly available general-purpose 

chatbots (e.g., ChatGPT).  
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Table 3. Identified risks. I: Impact severity. P: Probability of occurrence. Scale: 1 to 5.  

Short title Description Consequence I P 

Misleading guidance The chatbot provides wrong or even harmful advice. User harm or death 5 2 

Legal restrictions Chatbot usage is prohibited due to legal restrictions (e.g., MDR). The chatbot is not used. 4 3 

Data breach Chat histories containing sensitive and personal student data get leaked.  The chatbot 's image is 

negatively impacted. 

4 3 

Parasocial 

relationships 

Users develop a parasocial relationship with the chatbot and experience 

negative consequences. 

Users develop additional 

mental health problems.  

4 3 

Refusal of use Users do not want to share their mental health-related aspects with a chatbot.  The chatbot is not used. 4 3 

Competitors Users prefer other tools (e.g., ChatGPT). The chatbot is not used. 4 5 

Trust issues Users have trust issues towards the app and/or the provider regarding their 

personal data.  

The chatbot is not used. 4 4 

Missing publicity Students do not know that the chatbot exists. The chatbot is not used. 4 2 

Insufficient funding There is not funding to continue with the development of the chatbot.  The chatbot is not 

completed. 

4 2 

Unrelated use Students use the chatbot for other things than their mental health (completing 

homework).  

The chatbot is used in 

problematic ways.  

3 5 

4.1. Opportunities and requirements 

One of the opportunities identified by participants was the chatbot’s potential to reduce 

the stigma surrounding mental health issues. Stigma is a known significant barrier for 

students in accessing mental health services [9,10]. By offering a confidential and easily 

accessible platform, it may help build trust and adoption among its users, while 

facilitating earlier intervention and communication about mental health concerns. 

Additionally, the chatbot could serve as a bridge to connect students with appropriate 

mental health resources, as also suggested by previous research [11] or could promote 

interaction with peers [12]. 

Moreover, the chatbot could address specific challenges faced by university students, 

such as managing academic stress. Research has shown that mindfulness-based 

interventions, cognitive behavioral therapy, and technology-delivered interventions are 

effective in supporting the mental health of university students [13], highlighting the 

potential for the chatbot to incorporate evidence-based approaches to address these needs. 

By addressing these concerns, the chatbot has the potential to provide targeted support 

to all students, and specially to most vulnerable ones, such as first-year students and 

international students, who often face unique challenges in adapting to their environment, 

with research highlighting issues such as poor mental health, linguistic and cultural 

barriers, acculturative stress, and limited health literacy [9,14]. 

To maximize the opportunities that a mental health chatbot could offer students, 

several key requirements for its design and functionality were identified. Workshop 

participants agreed that the chatbot must facilitate easy access and actively engage 

students, ensuring that it is user-friendly and responds to their needs. Providing evidence-

based content was another high-priority requirement identified in the workshop. In this 

regard, interventions based on mindfulness (e.g., for stress reduction) and cognitive 

behavioral therapy (e.g., to reduce symptoms of depression and generalized anxiety 

disorder) should be particularly considered [13].  

In the workshop, it was also highlighted that the chatbot should include mechanisms 

for forwarding users to free mental health services and resources. In fact, the literature 

has reported that financial stressors are a relevant factor affecting mental health [15], and 

recommending free mental health services might help relieve these financial constraints. 

Another requirement was the chatbot's ability to handle emergency situations responsibly, 

including recognizing critical cases and therefore allowing early professional 

interventions. The need of providing crisis support through digital mental health 

interventions has been previously recommended in scientific research [16], suggesting 
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that the digital tool should have an ability to notify a designated health professional, in 

addition to providing information about helplines and self-care tools [16]. To ensure the 

chatbot effectively addresses students' needs, it is crucial to prioritize these requirements 

in its development and implementation. 

4.2. Risks of a mental health chatbot for university students 

The concerns from the interviews and workshops align with broader challenges in AI-

based mental health tools, particularly regarding anonymity and data security risks such 

as data breaches. Despite limited research on these issues [17], they are critical for 

building user trust and promoting adoption of digital health technologies [18]. 

Participants raised concerns about chatbots providing harmful advice or failing to 

recognize crises, consistent with a recent study showing that many chatbots lack effective 

crisis response [16]. This highlights the need for robust emergency protocols [19], and 

emphasizes that chatbots should complement, not replace, human interaction [16]. Future 

implementations must balance technology use with encouraging interpersonal 

connections, particularly in the university setting where social support is critical for well-

being. Additional expressed concerns included the potential risks of legal restrictions 

arising, competitors, lack of funding to maintain the chatbot, and even the possibility of 

a parasocial relationship between users and the chatbot. The findings from this study 

reinforce previous publications on the need for regulations [20] and human oversight 

[21] to mitigate risks and ensure the safety of the chatbot [22,23] in addition to focus 

mostly on efficacy. 

4.3. Strengths and limitations 

A strength of this research is its mixed-methods approach, which combines interviews 

and a workshop to gather diverse perspectives. This approach ensures a comprehensive 

understanding of the stakeholders' needs and insights, which is key for designing a user-

centered mental health chatbot. The use of thematic analysis further strengthens the 

research by allowing for a detailed and inductive exploration of the data, ensuring that 

themes emerge organically from the participants' experiences. However, only a single 

author has carried out the analysis of interview data, which may have introduced 

potential biases. Additionally, the sample sizes are relatively small, which could limit 

the generalizability of the findings to other university settings or to other cultural contexts.  

5. Conclusion 

This study highlights the potential of a mental health chatbot to address the unique 

challenges faced by university students by reducing stigma, increasing accessibility, and 

connecting users with appropriate resources. Through a user-centered, multi-method 

approach, critical requirements such as easy access, evidence-based content, active 

engagement, and emergency support mechanisms were identified, alongside significant 

risks like data security concerns, the potential for harmful advice, and reduced 

interpersonal interactions. We conclude that a careful design is essential to mitigate 

possible risks already in the development phase by corresponding strategies. In future 

work, we will develop the chatbot considering the collected requirements and will test it 

with students.  
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